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Abstract

We measure, in two distinct ways, the extent to which the boundary region of moduli space
contributes to the “simple type” condition of Donaldson theory. Using the natural geometric repre-
sentative ofµ(pt) defined in [L. Sadun, Commun. Math. Phys. 178 (1996) 107–113], the boundary
region of moduli space contributes664 of the homology required for simple type, regardless of the
topology or geometry of the underlying 4-manifold. The simple type condition thus reduces to the
interior of the (k+1)th ASD moduli space, intersected with two representatives of (4 times) the
point class, being homologous to 58 copies of thekth moduli space. This is peculiar, since the only
known embeddings of thekth moduli space into the (k+1)th involve Taubes gluing, and the images
of such embeddings lie entirely in the boundary region.

When using the natural de Rham representatives ofµ(pt) considered by Witten [Commun. Math.
Phys. 117 (1988) 353], the boundary region contributes1

8 of what is needed for simple type, again
regardless of the topology or geometry of the underlying 4-manifold. The difference between this and
the geometric representative answer is not contradictory, as the contribution of a fixed region to the
Donaldson invariants is geometric, not topological. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

This paper is a study in the geometry and topology of anti-self-dual Yang–Mills moduli
spaces. Although moduli spaces were studied extensively for their own sake in the 1970s and
early 1980s, in the late 1980s and early 1990s such studies were primarily a means to an end.
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Moduli spaces were studied to compute Donaldson invariants, and Donaldson invariants
were computed for their applications in classifying smooth 4-manifolds. Seiberg–Witten
theory has, of course, made that last road obsolete. It is believed that the Seiberg–Witten
invariants determine the Donaldson invariants, and the former are far easier to handle.

However, Seiberg–Witten theory has opened up new uses for Donaldson theory. From
Seiberg–Witten theory, we now have a much better understanding of Donaldson invariants.
Instead of using moduli spaces as a tool for computing Donaldson invariants, we can now
use Donaldson invariants as a tool for understanding moduli spaces. This paper is an exercise
along those lines.

A basic problem in four-dimensional gauge theory is to understand the “simple type”
condition. In Donaldson theory, a manifold is said to have simple type if its Donaldson
invariants satisfy a certain recursion relation ([12]; see (1.2) below). In Seiberg–Witten
theory, a manifold has simple type if it has no Seiberg–Witten classes of nonzero index.
The two notions of simple type are believed to be equivalent so that theorems proved about
one form of simple type should yield information about the other.

In this paper we work with the Donaldson theory sense of simple type, examining what
simple type implies about the geometry of anti-self-dual moduli spaces. In two ways —
with intersection theory and with de Rham theory using natural (and thereforenongeneric)
geometric representatives in both cases — we measure the extent to which the boundary
region of moduli space contributes to the simple type recursion relation. Our results imply
that the anti-self-dual moduli spaces associated to any manifold of simple type have a very
surprising interior geometric structure. Widely satisfied sufficient conditions are known for
a manifold to be of simple type [12], and it is conjectured that indeedall 4-manifolds with
b+ > 1 are of simple type. (This conjecture is known to be false forb+ = 1, CP 2 is a
counterexample; see [7,11].) Hence our results apply to a great many manifolds.

Simple type says that the (k+1)st moduli spaceMk+1, intersected with certain varieties,
has the homology of a certain multiple of thekth moduli spaceMk. Our intersection theory
approach is based on the construction in [13] of a geometric representative ofµ of a point
(see below). Using this representative we show that the portion of (a small perturbation
of) Mk+1 near the boundary contributes664 of the homology required for simple type,
regardless of the topology or geometry of the underlying 4-manifold. (For a quick, heuristic
derivation of this 6

64, see [14].) Simple type thus reduces to a statement relatingMk to
nontrivial structure in theinterior of Mk+1 (unless our small perturbation ofMk+1 is
drastically unfaithful topologically, which seems highly unlikely). This is surprising, since
the only known relations betweenMk andMk+1 involve Taubes patching, and relateMk

to the boundary ofMk+1.
Our second approach is to use differential form representatives of the images of the

µ-map. One then takes the wedge product of these forms and integrates overMk+1. If
we restrict the domain of integration to a neighborhood of the boundary ofMk+1, we
can reinterpret the simple type condition in terms of the integral of a certain 8-form over
a submanifold that represents the space of “bubble parameters” in the neighborhood of
a background connection inMk. We show that, again independent of the topology and
geometry of the base manifold, this integral has precisely1

8 the value of what one would
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naively expect if the relation between our representatives and simple type were captured
purely by a neighborhood of the boundary. Thus again simple type becomes a statement
about the nontrivial structure of the interior of moduli space.

It is curious but no contradiction that the two approaches yield the different numerical
answers6

64 and1
8. While the Donaldson polynomial is topological, hence independent of the

choice of geometric or de Rham representatives, the contribution of each region of moduli
space is geometric, and need not be the same for two different representatives. Indeed, the de
Rham and geometric representative calculations not only disagree on the contribution of the
boundary region, but also disagree on how close to the boundary the essential contributions
are. In terms of the small parameterL described below, the geometric representative picks
up contributions from bubbles of size O(L2), while the bulk of the support of the de Rham
representative is on bubbles of size O(L).

Since homological statements are by their nature nonlocal, one might arrange for the
boundary-neighborhood contribution to intersection numbers to be anything one likes by
choosing appropriate representatives ofµ of a point. Indeed, Donaldson invariants are
usually defined using generic representatives of theµ classes (cf. [4, Section 9.2]), which
force the intersections to stay away from the boundary of moduli space. By contrast, our
representatives are nongeneric but geometrically natural, depending only on the choice of
a point in the base manifoldN — not on any other details ofN, choice of representatives
of other classes inH∗(N), or other data. The intersections are all compact, so the total
intersection number is the same in both approaches, but in our approach the locations of
the intersections as well as their number gives geometric information about the structure of
moduli spaces. Similar considerations apply to the de Rham theory calculations; we will
comment on these more specifically below.

To state our results more precisely, we must review the definition of the Donaldson
invariants, and of simple type. LetN be an oriented 4-manifold, letG = SU(2) or SO(3),
and letB∗

k be the space of irreducible connections (up to gauge equivalence) onPk, the
principalG-bundle of instanton numberk overN. LetMk ⊂ Bk be the space of irreducible
connections onPk with anti-self-dual curvature, modulo gauge transformations. We will
frequently omit the indexk.

Donaldson [1,2] defined a mapµ : Hi(N,Q) → H 4−i (B∗
k ,Q), i = 0,1,2,3, whose

image freely generates the rational cohomology ofB∗
k . Donaldson invariants are then defined

by pairing the fundamental class ofMk with products ofµ of the homology classes ofN,
wherek is chosen so that the dimensions match. Formally, for elements [Σ1], . . . , [Σn] ∈
H∗(N), we write

D([Σ1] · · · [Σn]) = µ([Σ1]) ^ · · · ^ µ([Σn])[Mk]. (1.1)

Now letx be the point class inH0(N), and letω be any formal product of classes inH∗(N).
The simple type condition is that, for allω,

D(x2ω) = 4D(ω). (1.2)

Of course, the “fundamental class ofMk” is usually not well defined, asMk is typi-
cally not compact. The usual way to make sense of (1.1) and (1.2) is with geometric rep-
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resentatives. One finds finite-codimension varietiesVΣ in B∗
k that are Poincaré dual to

µ([Σ ]); we say simply thatVΣ representsµ([Σ ]). One then counts points, with sign, in
VΣ1 ∩ · · · ∩ VΣn ∩Mk. To make a topological invariant one must show that the number
of intersection points is independent of auxiliary data, such as the metric and the choice of
representatives. This requires careful analysis of the bubbling phenomena that makeMk

noncompact.
To compute the left-hand side of (1.2) we need a variety that representsµ of the point

classx. In generalµ(x) is not an integral class inH 4(B∗), so strictly speaking it has no
geometric representative. However,−4µ(x) is an integral class, hence is Poincaré dual to
a cycleVx in B∗

k . Let us suppose that to eachp ∈ N we can, by some natural procedure,
associate a cycleV ′

p homologous toVx . Then the simple type condition can be rewritten as

#(Mk+1 ∩ V ′
p ∩ V ′

q ∩ Vω) = 64#(Mk ∩ Vω), (1.3)

wherep andq are any two points inN,ω is an arbitrary formal product of homology cycles
of N, andVω is a geometric representative ofµ(ω). Of course, tocomputethe intersection
number by point-counting one may have to perturbV ′

p,V ′
q , andVω to achieve transversality,

but the intersection number is well defined as long as the intersection is compact.
More formally, one can write (1.3) as

[Mk+1 ∩ V ′
p ∩ V ′

q ] = 64[Mk]. (1.4)

Strictly speaking, the left-hand side is an element ofH∗(Bk+1), while the right-hand side is in
H∗(Bk). However,Bk andBk+1 are homotopy equivalent spaces, and their homology classes
can be identified. Essentially, then, (1.4) says thatMk+1 ∩V ′

p ∩V ′
q consists homologically

of 64 copies ofMk.
In view of (1.3), a natural geometric question is whether (and if so, how) one can associate

to each point inMk ∩ Vω anatural and specificset of 64 points inMk+1 ∩ V ′
p ∩ V ′

q ∩ Vω.
Usinggenericrepresentatives of the point class (as is usually done when the goal is to define
and prove relations among Donaldson invariants) there is no hope, as there is no known
way to associate general points ofMk+1 with points ofMk. One can, however, hope that a
geometrically natural choice of representatives pushes the points ofMk+1 ∩V ′

p ∩V ′
q ∩Vω

towards theMk × N stratum of the Uhlenbeck boundary ofMk+1, where we can simply
project onto theMk factor.

Towards this end, forp ∈ N let

νp = {[A] ∈ B∗
k+1 |F−

A is reducible atp}. (1.5)

HereF−
A = 1

2(FA − ∗FA) is the anti-self-dual part of the curvatureFA, and by “reducible
at p” we mean that the componentsF−

ij (p) are all collinear as elements of the Lie algebra
of G. In [13] it was shown thatνp, despite being noncompact in general, is a geometric
representative of−4µ([p])— to our knowledge, the only such representative that has been
canonically defined. Givenω, the intersection ofνp with a generic representiveVω of µ(ω)
is compact, so that (perturbing if necessary) the intersection numbers in (1.3), withV ′

p, V ′
q

replaced byνp, νq , are well defined.
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The first question studied in this paper, then, is this:Suppose p and q are extremely close
points in N, separated by a distance 2L. How many of the points on the left-hand side of
(1.3),withV ′

p, V ′
q replaced byνp, νq , lie near the boundary ofMk+1? The answer is quite

simple, but surprising.

Theorem 1.1. Let(N, g) be a compact oriented Riemannian4-manifold of arbitrary topo-
logy and geometry and let4k ≥ 3b+ + 5. Fix a coordinate patch on N, and let p and q be
the points with coordinates(±L,0,0,0). Fix ω ∈ Sym∗(H∗N), K > 0, andα ∈ (0,2).
LetM̃0

k+1 be the portion of the(perturbed) moduli spaceM̃k+1 consisting of a background
of charge k and a charge-one bubble of sizeλ < KLα. For generic choices of geometric
representativesVω of µ(ω), and for all sufficiently small L, the intersection number of
M̃0

k+1 with Vω ∩ νp ∩ νq is 6D(ω).

The perturbed moduli spacẽMk+1 is constructed, and the genericity conditions specified
in Sections 3 and 4. This theorem is restated, more precisely, as Theorem 4.1. In this theorem,
and throughout Sections 2–4, we assume thatk is in the indicated “stable range” to avoid
contributions from lower strata of the compactified moduli space.

To understand why Theorem 1.1 is surprising, observe that it is essentially a statement
about the intersectionM̃0

k+1 ∩ Vω ∩ νp ∩ νq in the limit asp → q. (This is more or less
equivalent to a “neck stretch”, separating the pointsp andq from the rest of the manifold.)
There are three obvious guesses for what might happen in this limit. The first guess is that,
for each point inV (ω)∩Mk, 64 points ofV (ω)∩V (x1)∩V (x2)∩Mk+1 get pushed to the
boundary, converging to points inMk × {q} ⊂Mk × N asp → q. (This was our initial
hope.) A second guess, voiced by most of the experts with whom we discussed the project,
is thatnoneof the points get pushed to the boundary. A third possibility is that the behavior
depends on the details of the manifoldN, the metricg, and the homology polynomialω.

Theorem 1.1 shows that all three guesses are wrong: for the representativesνp, the
number of points pushed to the boundary is independent of the manifold, the metric, and
ω, but the number is always 6, not 0 or 64. Moreover, the proof of Theorem 1.1 shows that
the intersection points are pushed to the boundary in a highly regular way. For each point
A0 ∈ V (ω) ∩Mk, all the six points converge to(A0, q) ∈Mk ×N .

(While there are other potential ways to push points ofV (ω) ∩ V (p) ∩ V (q) ∩Mk+1

toward the boundary, such as artificially placing cycles definingω in other than general
position, or by lettingp and/orq approach these cycles, these methods differ from ours in
that they involve choices that are specific to the manifold(N, g) and the cycles definingω.)

It should be noted that our intersection-theoretic results do not distinguish betweenb+ =
1 andb+ > 1. Our calculation is essentially local, involving only the curvature of the
background connectionA0 at q, so it is not surprising that the “6” in our formula for the
boundary-neighborhood intersection number is independent ofb+. What is surprising, at
least to the authors, is that this number is not 64. As manifolds withb+ > 1 appear to have
simple type, the authors had expected manifolds withb+ > 1 to have a boundary contribu-
tion of 64D(ω) and zero interior contribution, while manifolds withb+ = 1 would have a
boundary contribution of 64D(ω) plus a mysterious interior contribution that our methods
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could not probe. But Theorem 1.1 yields a boundary contribution of 6D(ω) regardless of
simple type. Simple type thus reduces to a statement that, forp andq sufficiently close, the
interior ofMk+1 ∩ νp ∩ νq is homologous to 58 copies ofMk. This is striking, since in
general very little is known about the interior ofMk+1. As noted earlier, the only known
embeddings ofMk intoMk+1 involve Taubes patching, and have an image near the bound-
ary ofMk+1. Theorem 1.1 implies that for any manifold of simple type, the intersection
number has a peculiar interior contribution of 58D(ω), while CP 2, which does not have
simple type, has an interior contribution of something other than 58D(ω).

On the level of differential forms, the de Rham-theoretic version of theµ-map is repre-
sented by a map

µd : Ωi(N) → Ωi(B∗
k+1), i = 0, . . . ,4; (1.6)

the argument ofµd is a form representing the Poincaré dual of the argument ofµ. In
particular,µ(x) is represented by a 4-formµd(ω) ∈ H 4(B∗

k+1) for anyω ∈ Ω4(N) with∫
M
ω = 1.
One can write down an explicit formula for such a representativeµd(ω) by appealing

to Chern–Weil theory on the canonicalSO(3)-bundleP → B∗
k+1 × M (see Section 5).

Furthermore givenp ∈ M, if we replaceω by δp, a delta-form supported at a pointp,
then the resulting form onB∗

k+1 is still de Rham cohomologous to a form obtained using
smoothω (although there is an important difference that we will discuss later). Let us write
µd(p) := µd(δp). Note that for smoothω ∈ Ω4(N) we have

µd(ω)|A =
∫
N

µd(p)|Aω(p). (1.7)

It is generally believed that the integrals of wedge products of the formsµd(·) over moduli
space compute the Donaldson invariants (the “de Rham-theoretic conjecture”). This con-
jecture has been largely unapproachable because of formidable analytic problems posed by
these differential forms: they are nonlocal inp, involving covariant Green operators, and
have noncompact support inA.

However, even absent a proof of the de Rham-theoretic conjecture, these differential
forms have been of interest to physicists, appearing, for example, as correlation functions of
massless Fermion fields in Witten’sN = 2 supersymmetric topologic quantum field theory
(TQFT) approach to Donaldson theory [17]. The poor localization ofµd(·) is reflective of
the supersymmetry that Seiberg and Witten [15,18] used to relate Donaldson invariants to
solutions to the Seiberg–Witten equations. Short-distance properties of the Seiberg–Witten
TQFT are said to be related to long-distance properties of the Donaldson TQFT, e.g.,
the nonlocality of differential forms. The extreme fruitfulness of this approach argues for
more rigorous analysis of these forms. While our original motivation for considering these
differential forms was primarily to study their relation to simple type, we hope that the
material in Sections 5–10 will provide the foundation for a rigorous understanding of these
forms. A proof of the de Rham-theoretic conjecture, for example, would necessarily entail
showing that the relevant differential forms are integrable over the whole moduli space.
This boils down to integrability over the ends. Our analysis in Sections 5–10 is a step in
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this direction: essentially we show integrability near one stratum of the boundary (modulo
certain technical assumptions). With more work along the same lines, we suspect that one
could both eliminate the technical assumptions and show integrability over neighborhoods
of all the boundary strata. As is already evident from the work in our paper, such a proof
would require an enormous amount of additional technical work tangential to our primary
purpose. However, someone wishing to prove the de Rham-theoretic conjecture could take
this paper as a starting point.

A necessary condition for de Rham-theoretic conjecture to be true is that for manifolds of
simple type, the integrals of products ofµd-images obey exactly the same calculus that one
would expect from simple type. To examine this expected calculus in greater detail, letZ be
an eight-dimensional cycle inB∗

k+1. Since the cohomology class ofµd(p) is independent of
p, for any pointsp, q ∈ M we have

∫
Z
µd(p)∧µd(p) = ∫

Z
µd(p)∧µd(q), and moreover

this integral depends only on the homology class ofZ.
Pretend for a moment that the moduli spacesMk+1 andMk are, respectively, the total

space and base space of a compact, connected, oriented fiber bundleπ : Mk+1 → Mk;
the fibers would then be mutually homologous compact submanifoldsZ ⊂Mk+1. For any
form φ ∈ Ω top(Mk), we would have a product formula∫

Mk+1

µd(p) ∧ µd(q) ∧ π∗φ =
(∫

Z

µd(p) ∧ µd(q)

)(∫
Mk

φ

)
(1.8)

(assuming compatible orientations), so the simple-type condition (1.2) would be equivalent
to ∫

Z

µd(p) ∧ µd(q) = 4. (1.9)

In reality the moduli spaces are not compact and there is no such global fibration. However,
from the current understanding of the formsµd(·) one might speculate that the relevant in-
tegrals are supported in a region near the ideal boundary ofMk+1, in some sense of “near”
to be determined later — i.e., that this choice of de Rham representative pushes cohomolog-
ical information out towards the boundary. Of course a random de Rham representative of
a cohomology class can be supported wherever it likes, butµd(·) is not random, and there
is evidence that its properties near the boundary of moduli space do indeed capture a lot of
cohomological information. For example, consider the five-dimensional moduli spaces of
1-instantons over simply connected manifolds withb+ = 0. In such cases the inverse of a
collar map gives embeddingsτλ : N → M1 ⊂ B∗ for λ sufficiently small (the image of
τλ consisting of instantons of scaleλ), and one has Donaldson’s theorem that the compo-
sition τ ∗

λ ◦ µ : H2(N,Z) → H 2(N,Z) is precisely Poincaré duality [4, Corollary 5.3.3].
The corresponding assertion in de Rham cohomology would be thatτ ∗

λ ◦ µd : Ω2(N) →
Ω2(N) induces the identity on cohomology. But in fact in this context one can show that
limλ→0τ

∗
λ ◦ µd is already the identity mapon the level of formsin all degrees [10].

There is no reason a priori to expect all such information to be lost when one moves
from b+ = 0 tob+ > 1, the realm of Donaldson invariants. Therefore consider that portion
M′

k+1,λ0
ofMk+1,λ0 near the highest-dimensional boundary stratumMk × N . There is
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indeed a fibrationM′
k+1,λ0

→ M′
k whose fibers can be identified with subsets of an

eight-dimensional space of framed ASD connections onR4. (HereM′
k denotes the space

of nonconcentrated irreduciblek-instantons, andM′
k+1,λ0

the space of (k+1)-instantons
with only a single “bubble”, of charge 1, and scale less than some small numberλ0.) The
typical fiberZ = Zλ0 is itself a bundle over(0, λ0)×N for some smallλ0, whose fiber over
(λ, p) ∈ (0, λ0) × N is the space of “gluing parameters” HomSO(3)(Λ

2+T ∗N,AdPk) ∼=
SO(3) (see [4, p. 324]). SinceM′

k+1,λ0
is such a large portion of the end ofMk+1, one

might then expect that an approximate version of (1.9) holds under the assumption of simple
type.

What we show below (Theorem 1.2) is that (1.9) fails in a very precise way: independent
of the topology and geometry ofN, if λ0 is small enough and dist(p, q) is small compared
to λ0 (but nonzero), then∫

Zλ0

µd(p) ∧ µd(q) ≈ 1

2
(1.10)

under certain technical but intuitively reasonable assumptions about the fiberZλ0. Taking
a limit asq → p and then asλ0 → 0, the integral above approaches an integral over the
space of framed instantons onR4, and this latter integral has the precise value1

2. Despite
the technical assumptions, Theorem 1.2 gives a picture of thebestone can hope for by
integrating theµd products over the top stratum of the ends of moduli space.

At this stage the reader may wonder why we do not simply takep = q in (1.10).
The reason is that for purposes of integration, theµd(p) turn out to be more singular
than the representativesµd(ω) for smoothω. Were we to setp = q in (1.10), 1

2 would
be replaced by 0. This discontinuity can be modeled by the following two-dimensional
example. LetH be the upper half-plane{(x, λ) ∈ R2|λ > 0} and for eachL ∈ R let
θL : H → (0, π) be the usual polar-coordinate angle as measured from(L,0) (so dθL =
((x − L)dλ − λdx)/((x − L)2 + λ2)). As forms onH , the dθL are all cohomologous
(in fact cohomologous to zero). However,

∫
H

dθ0 ∧ dθ0 = 0, while forL > 0 we have∫
H

dθ0 ∧ dθL = 1
2π

2. Essentially,µd(p) ∧ µd(q) behaves like a quaternionic version of
this example.

The technical assumptions on the fiberZ are enumerated as (Z1)–(Z5) in Section 7. The
first three of these assumptions are known to be satisfied by the fiber constructed in [4],
but we have not determined whether the latter two are satisfied. These two are assumptions
on the tangent space toT[A]Z, where [A] ∈ Z, and we prove that they are satisfied by
a subspace ofT[A]M (the “approximate tangent space”) that we argue is close toT[A]Z.
Because this step is only a plausibility argument, (1.10) implies one of two things: either
µd(p) ∧ µd(q) has most of its support in the interior of moduli space (or near higher
codimension boundary strata), or the intuitive picture of the fiberZ is significantly wrong.
Either way, the conclusion is surprising.

Our second main theorem is then the following:

Theorem 1.2. Let N be a compact oriented Riemannian4-manifold of arbitrary topology
and geometry and letk ≥ 1.Assume that a typical fiberZλ0 of the fibrationM′

k+1,λ0
→M′

k
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satisfies(Z1)–(Z5)of Section7.Then for anyp, q ∈ N , the formµd(p)∧µd(q) is integrable
overZλ0 for λ0 sufficiently small, and

lim
λ0→0

(
lim
q→p

∫
Zλ0

µd(p) ∧ µd(q)

)
= 1

2
, (1.11)

while

lim
λ0→0

∫
Zλ0

µd(p) ∧ µd(p) = 0. (1.12)

The convergence in(1.11)and (1.12) is uniform in p, q. Hence if̃δp,L denotes a smooth
4-form on N of total integral1 supported in a ball of radius L about p, then(using(1.7))

lim
λ0→0

(
lim
L→0

∫
Zλ0

µd(δ̃p,L) ∧ µd(δ̃p,L)

)
= 1

2
. (1.13)

By uniform convergence in (1.11) we mean that for allε > 0 there existλ1, δ(·) > 0
such that if 0< λ0 < λ1 and 0< dist(p, q) < δ(λ0) then the integral in (1.11) differs from
1
2 by less thanε.

It is not necessary to take the limits in (1.11) completely independently as long asq → p

much faster thanλ0 → 0. If, for example, we require that dist(p, q) = const. λ1+α
0 for

someα > 0, and then take a limit asλ0 → 0, we again get12.
Note that if we heldpandqfixed rather than taking limq→p in (1.11), the limit asλ0 → 0

would necessarily be zero (sinceµd(p) ∧ µd(q) is integrable). It turns out that forq 6= p

the integrand in (1.11) is supported in a region in whichλ is of the order dist(p, q). Thus if
we wish to extendµd(p) andµd(δ̃p,L) to forms on the Uhlenbeck compactification ofM,
with limL→0µd(δ̃p,L) = µd(p) in a distributional sense, thenµd(p) ∧ µd(p) should be
viewed as the sum of a delta-form supported on the boundary of moduli space and a smooth
form supported away from the boundary.

Theorem 1.2 does not requirek to be in the “stable range” unlike Theorem 1.1. However
(assuming the de Rham-theoretic conjecture), Theorem 1.2 is most interesting fork in the
stable range, since only then can the Donaldson invariantD([Σ1] · · · [Σn]) be expressed as
a topologically invariant integral

∫
Mµd(ω1) ∧ · · · ∧ µd(ωn).

Additionally, note that like our intersection-theoretic calculation, a posteriori our
differential-forms result is insensitive tob+. This was not obvious a priori since the dif-
ferential formsµd(·) are nonlocal. Only after the rather detailed analysis in Sections 9 and
10 will it be clear that integrals in Theorem 1.2 are independent ofb+. Furthermore, even
given the insensitivity tob+, a priori the limit in Theorem 1.2 could have been 4 rather than
1
2; i.e. the boundary behavior of the formsµd(p) ∧ µd(q) could have given simple-type
calculus forall manifolds. The conclusion then would have been just that for manifolds not
of simple type, the interior behavior of these forms is more complicated than it is for mani-
folds of simple type. While this hoped-for conclusion is false, it is false in a very precise
and universal way that is interesting in itself. Modulo the technical hypotheses, Theorem
1.2 shows that the restriction ofµd(p)∧µd(q) to a neighborhood of the boundary exhibits
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delta-form behavior, concentrating with universal amplitude on the boundary asp → q —
but exactly1

8 the amplitude the authors had anticipated.
The rest of this paper is organized into two main parts, with Sections 2–4 devoted to

proving Theorem 1.1 and Sections 5–10 devoted to proving Theorem 1.2. The strategy of
proof, and the division of the paper, is as follows:

Let A be a connection obtained by gluing a small bubble onto a background connection
A0. It turns out that the curvature ofA is well approximated by the sum of the curvature
F0 of A0 and the curvatureFstd of a standardk = 1 instanton, viewed in the correct gauge.
We are thus led to the following model problem:Given a connection[A0] ∈Mk and two
closely spaced points p and q, for how many triples(x, λ, g) is the sum of the curvatureF0

of A0 and the curvatureFstd of a standard instanton, centered at x with sizeλ and gluing
angle g, reducible at both p and q? In Section 2 we solve this model problem and show
that, for genericA0, the answer is 6.

In Section 3 we construct a family of approximately ASD connections based on an
explicit gluing formula. This is a perturbation, which we denote byM̃k+1, of the boundary
region ofMk+1. We check explicitly that in this family the curvature is well approximated
by F0 + Fstd. By linearly interpolating betweenF0 + Fstd and the actual curvatures of
connections inM̃k+1, we show that corresponding to each genericA0 ∈ Mk there are
exactly six points inM̃k+1 ∩ νp ∩ νq with λ sufficiently small.

In Section 4 we apply these results to show that if we consider only the boundary region
of the (perturbed) moduli space, we obtain (1.4) with 6 on the right-hand side rather than
64, thereby completing the proof of Theorem 1.1.

Ideally, one would then like to interpolate from̃Mk+1 toMk+1. This is quite difficult as
νp andνq are defined by pointwise conditions on the curvature. We know of no pointwise
estimates relating the curvature of an almost-ASD connection to that of a nearby ASD
connection. In order to make use of the integral estimates available in the literature, one
would have to replaceνp andνq by geometric representatives defined by integral conditions.
While certainly possible, this is beyond the scope of this paper.

We prove Theorem 1.2 by exhibitingµd(p) as a purely local pieceµloc(p) plus a non-
local remainder. The local piece dominates in (1.11): asq → p the integral ofµloc(p) ∧
µloc(q) approaches a calculable integral onR8, with value1

2, independent ofλ0. (However,
µloc(p) ∧ µloc(p) ≡ 0.) We establish (1.11) and (1.12) by showing that the integral of the
remainder terms inµ(p)∧µ(q) approaches zero asλ0 → 0, independent ofp andq. Thus
taking a limit asq → p is relevant only to the purely local part ofµd(p) ∧ µd(q) (and
taking a limit asλ0 → 0 is relevant only to the nonlocal part); the delta-form behavior of
µd(p) ∧ µd(p) is due solely toµloc(p) ∧ µloc(p). The uniformity assertion in Theorem
1.2 follows from the proofs of (1.11) and (1.12), and the final assertion (1.13) then follows
from (1.7).

In Section 5 we begin our work on Theorem 1.2 by constructing the de Rham represen-
tativesµd(p). The splitupµd(p) = µloc(p) + remainder is based on the “approximate
tangent space” mentioned above. This approximation is built by lifting the action of certain
vector fields onN to B∗. In Section 6 we discuss this lifted action (the “canonical flow”),
use it to define the approximate tangent spacesHA, and discuss how close theHA are
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to being tangent toM. We then exhibit the relation between a fiber constructed from the
canonical flow (whose tangent space is essentially the projection toT[A]M of approxi-
mate tangent space above) and the fiber constructed in [4]. This digression is needed to
motivate the technical assumptions (Z1)–(Z5) given and discussed in Section 7. In Sec-
tion 8 we return to the main track, definingµloc(p) and computing the limiting integral
of µloc(p) ∧ µloc(q). Sections 9 and 10 are devoted to a study of the remainder terms
µd(p) ∧ µd(q) − µloc(p) ∧ µloc(q). In Section 9 we state the main technical theorem
that yields the pointwise norm of these terms (Proposition 9.2), and use this theorem to
establish that the integral of the remainder terms tends to zero asλ0 → 0. Finally in Sec-
tion 10, we prove Proposition 9.2. It is this section that contains the core of the analysis
underpinning the validity of all the earlier calculations. The estimates in Section 10 re-
quire a weighted Sobolev inequality, proven in Appendix A, that the authors have not seen
elsewhere.

2. The model intersection theory calculation

In this section we begin to compare the boundary region ofMk+1 ∩ νp ∩ νq withMk

by looking at a model problem. Pick a small neighborhoodŨ of our manifoldN and give
it a flat metric with corresponding Euclidean coordinates. LetU be the corresponding ball
in R4. We will denote points either by four real coordinates(x0, . . . , x3) or by a single
quaternionic coordinatex0 + ix1 + jx2 + kx3. Let p andq be the points(±L,0,0,0). Let
A0 be an ASD connection onN expressed in a smooth gauge onŨ .

An important notational tool is the identification of ASD curvatures with 3× 3 real
matrices. LetF0 be the pullback toU of the curvatureFA0 of an ASD connection on
Ũ . Relative to the standard oriented basis ofΛ2−T ∗R4 (ω1 = dx0 dx1 − dx2 dx3, ω2 =
dx0 dx2−dx3 dx1,ω3 = dx0 dx3−dx1 dx2),F0 has at each point three Lie-algebra-valued
components, and so can be viewed as a triple of 3-vectors. We package this triple of vectors
into a 3× 3 real matrix, which we denote byMat(F0). More precisely, the first, second
and third columns ofMat(F0) are half theω1, ω2 andω3 components ofF0, while the first,
second and third entries of each column refer to the three directions insu(2), the Lie algebra
of SU(2). A0 is reducible at a point if and only ifMat(F0) has rank 1 (or 0) there.

Of course, this construction is dependent on gauge and a choice of basis forTN. A gauge
transformation is a change of basis insu(2), and thus changesMat(F0)by left-multiplication
by an element ofSO(3). An orthogonal change of basis inTN changesMat(F0) by right-
multiplication by an element ofSO(3). Thus the singular values ofMat(F0), and in particular
the rank ofMat(F0), are gauge- and basis-independent. We shall frequently be thinking of
curvatures as 3×3 matrices in this way. When the context is clear, we will omit the explicit
function “Mat”.

Now consider a standardk = 1 instanton onR4 of scale sizeλ and centery, viewed in a
radial gauge that is singular atyand regular at∞. There are many such gauges parametrized
by a gluing anglem ∈ SO(3). For fixed (y, λ,m), letFstd be the curvature of this connection
restricted toU.



D. Groisser, L. Sadun / Journal of Geometry and Physics 36 (2000) 324–384 335

Let A be an ASD connection obtained by gluing in a bubble with data (y, λ,m) to the
backgroundA0. In Section 3 we shall see thatFA, in an appropriate gauge, is approximately
equal toF0 + Fstd. This reduces our main question to the following model problem:

When L is small, for what values of(y, λ,m), withλ small, isF0 +Fstd reducible at both
p and q?

Of course, to obtain sensible answers, we must define what we mean byλ being “small”.
Pick constantsK > 0 andα ∈ (0,2). We sayλ is small (or that the corresponding
bubble is small) ifλ < KLα. The set of gluing data for small bubbles nearp and q is
B = U × (0,KLα)× SO(3). Let ν̃p (resp.ν̃q ) be the set of points(λ, y,m) ∈ B such that
F0(p)+Fstd(p) (resp.F0(q)+Fstd(q)) is reducible. We must count the intersection points
of ν̃p andν̃q .

Recall that the singular valuesσ1 ≥ σ2 ≥ σ3 ≥ 0 of a 3× 3 real matrixM are the
square roots of the eigenvalues ofMTM. ForM generic, these are distinct and positive. The
nongeneric cases are as follows: Matrices in a codimension-1 set haveσ3 = 0. Matrices
in a codimension-2 set either haveσ1 = σ2 or σ2 = σ3. Matrices in a codimension-4
set haveσ2 = σ3 = 0; these matrices have rank 1 or 0. Matrices in a codimension-5 set
haveσ1 = σ2 = σ3; these are all scalar multiples ofSO(3) matrices. Only the zero matrix
(codimension-9) hasσ1 = σ2 = σ3 = 0.

Theorem 2.1. Fix K > 0, α ∈ (0,2), and a background connectionA0. If the singular
values of Mat(F0(0)) are all distinct, then for all sufficiently small L, ν̃p and ν̃q intersect
at exactly six points. These six intersections are all transverse, and the local intersection
number is+1 at each point.

Remark. We shall see that, under the assumptions of the theorem, the intersection points
all haveλ = O(L2). However, when two of the singular values ofMat(F0(0)) are the
same, then there are only four intersection points withλ = O(L2). In that case there are
generically four additional intersection points withλ = O(L). The intersection number of
ν̃p andν̃q then 4 ifα > 1 and 8 ifα < 1.

Before beginning the proof of Theorem 2.1 we need some basic facts aboutk = 1
instantons onR4 = H, we need to fix some conventions, and we need a linear algebra
lemma. Think ofSU(2) as the unit quaternions withsu(2) as the imaginary quaternions.
The connection form of a standard instanton of scale size 1, centered at the origin, is
Astd0 = Im(x̄ dx/(1 + |x|2)). The curvature of this connection is

Fstd0 = dx̄ dx

(1 + |x|2)2 = 2iω1 + 2jω2 + 2kω3

(1 + |x|2)2 . (2.1)

Note that the matrixMat(Fstd0) is 1/(1 + |x|2)2 times the identity matrix.
That is in the usual regular gauge, in whichA ∼ φ−1 dφ as|x| → ∞, whereφ(x) =

x/|x|. We do a gauge transformation byφ−1 to get a radial gauge in whichA = O(|x|−3) as
|x| → ∞ (and in whichA is singular at the origin). We then do a further gauge transformation
by a constantg0 to get the most general radial gauge with this property. LetFstd be the
curvature form in this gauge. We haveFstd = g−1

0 φFstd0φ
−1g0. In terms of matrices,
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Mat(Fstd) = ρ(g−1
0 )ρ(φ)Mat(Fstd0), whereρ is the standard double covering map from

SU(2) to SO(3); the three columns ofρ(φ) areφiφ−1, φjφ−1, andφkφ−1. The matrix
ρ(g0) is our gluing anglem.

Now suppose that we have ak = 1 instanton, centered at a pointy, with scale sizeλ. The
curvature matrix, expressed in the exterior radial gauge of gluing anglem, is

Mat(Fstd(x)) = λ2

(λ2 + |x − y|2)2m
−1ρ

(
x − y

|x − y|
)
. (2.2)

Note that the matrixMat(Fstd(x)) is a positive multiple of anSO(3)matrix. The multiple is
determined byλ and|x−y|, while theSO(3)matrix is determined bymand(x−y)/|x−y|.
(We henceforth will not explicitly distinguish between a curvature and its matrix.)

Our problem is thus one of adding positive multiples ofSO(3) matrices toF0(p) and
F0(q) to make them reducible. The following lemma is essential.

Lemma 2.2. Let P be a3× 3 real matrix with singular valuesσ1 ≥ σ2 ≥ σ3 ≥ 0. If these
singular values are all distinct, then there are exactly two pairs(s,M) ∈ (0,∞)× SO(3)
for whichP + sM has rank1 (and no pairs(s,M) for whichP + sM = 0). In both cases
s = σ2(P ). If exactly two of the singular values of P are the same and nonzero, then the
two solutions(s,M) coalesce to a double root.

Proof. LetW = −(P + sM). AddingsM to P to make it reducible is the same as decom-
posing−P assM + W with W reducible. We therefore count the ways to decompose a
matrix −P into the sum of a positive multiple of anSO(3) matrix and a rank 1 matrix.
First we show that the desired decompositions can occuronly with s = σ2 by assuming a
decomposition−P = sM+W and computingσ2(P ). Multiplying P on the left and right
by SO(3)matrices does not change the singular values, but does allow us to setM = I and
putW into the form

W =

 a b 0

0 0 0
0 0 0


 . (2.3)

Then

P TP =



(s + a)2 (s + a)b 0

(s + a)b s2 + b2 0

0 0 s2


 . (2.4)

One of the eigenvalues ofP TP is obviouslys2 with eigenvector(0,0,1). Restricting to
the upper left 2× 2 block, we subtracts2I and get a matrix whose determinant,−s2b2,
is nonpositive. Thus at most one eigenvalue ofP TP is greater thans2 and at most one
eigenvalue is less thans2. Sinces2 is the middle eigenvalue ofP TP , σ2(P ) = s.

Next we show thatP +sMcan have rank 1, withs = σ2(P ), in two ways. By multiplying
on the left and right bySO(3) matrices, we can takeP diagonal with entriesP11 ≥ P22 ≥
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|P33|. Next we look for orthogonal matrices of the form

Mθ =

− cosθ 0 sinθ

0 −1 0
sinθ 0 cosθ


 . (2.5)

We then have

P + sMθ = P + P22Mθ =

 P11 − P22 cosθ 0 P22 sinθ

0 0 0
P22 sinθ 0 P33 + P22 cosθ


 . (2.6)

This matrix has an obvious null vector(0,1,0).P+sMθ has rank 1 (or 0) if and only if there
is a second null vector. To see if there is a second null vector, we restrictP +sMθ to the 1–3
plane and take its determinant, which equals−P 2

22 + P11P33 + (P11 − P33)P22 cosθ . This
is a periodic function ofθ with a single maximum of(P11−P22)(P22+P33) atθ = 0 and a
single minimum of−(P11+P22)(P22−P33) atθ = π . If P11 > P22 > |P33|, the maximum
and minimum values have opposite signs, so the function must cross zero exactly twice at
the pointsθ = ± cos−1([P 2

22 − P11P33]/(P11 − P33)P22). If P11 = P22 or P33 = −P22,
then the maximum value becomes zero, while ifP22 = P33, then the minimum becomes
zero. In these cases we have a double root atθ = 0 orπ . Finally, if P11 = P22 = P33, then
the function is identically zero and we have an infinite number of roots. This corresponds
to the originalP being a positive multiple of anSO(3) matrix.

Finally, we show that these are the only possible decompositions withs = P22. Suppose
that M is anSO(3) matrix with P + sM having rank 1. Then every 2× 2 block ofP +
sM has determinant 0, and in particular the upper left 2× 2 block has a null vectorv.
However,P11 andP22 are both at leasts, so |Pv| ≥ s. The upper left corner ofsM has
operator norm at mosts, so |sMv| ≤ s. Thus we must have|Pv| = s|Mv| = s = P22.
If P11 > P22, this meansv = (0,1,0), so Mv = (0,−1,0), so M must take the form
(2.5). The caseP11 = P22 must be checked separately, but leads only to the solution
M = diag(−1,−1,1). �

The form of the explicit solutions found above also demonstrates the continuous de-
pendence ofM on P. Expressed invariantly,M is a rotation byπ about an axis. This
axis is orthogonal to the second principal axis ofP TP , and makes an angleθ/2 =
(±1

2) cos−1([σ 2
2 ± σ1σ3]/[(σ1 ± σ3)σ2]) with the third principal axis ofP TP , where the±

is determined by the sign of the determinant ofP. A small change inP can only changeθ
by an amount of order|δP |/min(σ1 − σ2, σ2 − σ3), and, by first order perturbation theory
(integrated to get rigorous bounds), can only change the principal axes ofP TP by a similar
amount. Thus ifδP is a small perturbation ofP, the norm of the correspondingδM is
bounded by a constant times|δP |/min(σ1 − σ2, σ2 − σ3).

Not surprisingly, this stability breaks down when we approach the double root. If two
of the singular values are equal, then a small perturbation may changeM by as much as
O(

√|δP |).
Proof of Theorem 2.1. Let sp be the second singular value ofF0(p), and letMp ∈ SO(3)
be a matrix such thatF0(p)+ spMp is reducible (with similar definitions forsq andMq ).
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Let s0 be the second singular value ofF0(0). Note thats0 > 0 since the three singular values
of F0(0) were assumed distinct. Sincesp andsq are within O(L) of s0, we can boundsp
andsq away from zero.

We shall count the ways to simultaneously makeFstd(p) = spMp andFstd(q) = sqMq .
The condition for the standard curvatureFstd to have magnitudesp atp is

λ2

(|y − p|2 + λ2)2
= sp, (2.7)

or equivalently

λ2 + |y − p|2 = λ/
√
sp. (2.8)

As long as|y−p| < 1/2
√
sp there are two solutions to (2.8), while for|y−p| > 1/2

√
sp

there are none. When|y − p| < 1/2
√
sp, one solution hasλ > 1/2

√
sp, which is greater

thanKLα for L small. The other solution qualifies as small if|y − p| is small enough and,
for |y − p| � 1/

√
sp, is approximatelyλ = |y − p|2√sp. As a set inR5 = (N, λ) space,

the solutions to (2.8) are a 4-sphere. Projected ontoN, they form (two copies of) a 4-disk.
In either case, only a small subset of solutions qualifies as “small”.

The interesting question, of course, is how many times we can solve the equations forp
andqsimultaneously. We begin with Eq. (2.8) and the corresponding equation forq. The in-
tersection of two 4-spheres inR5 is a 3-sphere. Projected ontoN, we get a three-dimensional
ellipsoid, possibly degenerating to two disks. As before, only a small patch of the ellipsoid
(or alternative part of one of the two disks) gives a small enough value ofλ. It is this region
that we consider.

Recall thatp andq are at±L, where we are using quaternionic coordinates. ForL small,
sq = sp + O(L). Let sm be such that 2/

√
sm = 1/

√
sp + 1/

√
sq . Let 1 = (1/

√
sp −

1/
√
sq)/L. As L → 0, sm = s0 + O(L2), while 1 approaches−(dsp/dL)|L=0/s

3/2
0 .

Let y0 andyI be the real and imaginary parts ofy. Adding and subtracting (2.8) to the
corresponding equation forq we obtain

−4y0 = λ1, λ2 + L2 + y2
0 + |yI |2 = λ/

√
sm. (2.9)

Plugging the first equation into the second, we get

λ2
(

1 + 12

16

)
− λ√

sm
+ L2 + |yI |2 = 0. (2.10)

This equation shows thatλ, and thusy0, may be viewed as functions ofyI . As long as
L2+|yI |2 � 1/

√
sm there are two solutions to (2.10), one of which hasλ ≈ (L2+|yI |2)√sm,

the other of which hasλ ≈ ((1 + 12/16)
√
sm)

−1. The first solution hasλ < KLα if and
only if |yI | is small enough, while the second solution always hasλ > KLα. LetRK,α be
the largest number such that|yI | < RK,α impliesλ ≤ KLα. Henceforth we consider only
“admissible”y, i.e. those with|yI | < RK,α. For L chosen small enough, as we assume
henceforth it is,R2

K,α ∼ KLα/
√
sm − L2 ∼ KLα/

√
sm, sinceα < 2. Note that

y0 = −1
4λ1 ≈ −1

4(L
2 + |yI |2)√sm1. (2.11)
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Fig. 1. Diagram for proof of Theorem 2.1.

Hence for admissibley, we have|yI | < const. Lα/2 and|y0| < const. Lα. Letr = (y0(0),0)
be the unique admissible point where the ellipsoid of solutions(y0, yI) to (2.9) hits the real
axis. Since|r| = O(L2), r lies on the line segmentpq, and the ellipsoid has curvature O(1)
at r (see Fig. 1).

We still have to get theSO(3) matrices right. This means simultaneously solving the
equationsm−1ρ((y − p)/|y − p|) = Mp andm−1ρ((y − q)/|y − q|) = Mq for m. If
a solution exists, it is obviously unique. A solution exists if and only ifρ((y − p)/|y −
p|)−1ρ((y − q)/|y − q|) = M−1

p Mq . Let g(y) = (ȳ − p̄)(y − q)/|(y − p)(y − q)|. We
must count the points on our 3-disk (of small solutions to (2.9) and (2.10)) for which the
SO(3)-valued functionρ(g(y)) equalsM−1

p Mq . Note that

g(y) = −I + 2
yI

L
(1 + O((|y0|/L)2))+ O((|yI |/L)2) for |yI | � L, (2.12)

while

g(y) = I + 2
LyI

|yI |2 (1 + O((|y0|/|yI |)2))+ O((L/|yI |)2) for |yI | � L. (2.13)

In view of (2.11), we can replace O((|y0|/L)2) in (2.12) and O((|y0|/|yI |)2) in (2.13) by
O(L2) and O(L2α), respectively.

Observe thatL/RK,α is O(L1−α/2) and hence goes to zero asL → 0. On the disk of
admissibleyI , the mapg covers all ofSU(2) except for a ball of radiuscL1−α/2 around the
identity for some constantc. Sinceρ is a 2–1 map,ρ(g(y)) hits all ofSO(3) twice, except
for a ball of radius 2cL1−α/2 + O(L2−α) around the identity, which is only hit once. The
number of solutions to our problem depends on whether, for smallL,M−1

p Mq is in this ball
or not.
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If the singular values ofF0(0) are distinct, then by Lemma 2.2, there are two distinct ma-
tricesM1,2(0) for which F0(0) + σ2(0)M has rank 1. By the comment after the proof
of Lemma 2.2, the two matrices forp and q satisfyM1,2(p, q) = M1,2(0) + O(L).
As L → 0, M1(p)

−1M2(q) andM2(p)
−1M1(q) are bounded away from the identity,

butM1(p)
−1M1(q) andM2(p)

−1M2(q) are within O(L) (and hence within 2cL1−α/2 +
O(L2−α)) of the identity. Thus we have two configurations in(y, λ,m) space that give
spM1(p) at p andsqM2(q) at q, two that givespM2(p) at p andsqM1(q) at q, one that
givesspM1(p) atp andsqM1(q) atq and one that givesspM2(p) atp andsqM2(q) atq. A
total of six solutions in all.

On a codimension-2 set of background data, the background curvature at the origin has
two equal singular values, soM1(0) = M2(0) andM1,2(p, q) = M1(0)+ O(L1/2). In that
case all four possibilities haveM−1

p Mq = 1 + O(L1/2). If α > 1, this is within 2cL1−α/2

of the identity for small enoughL, and so each possibility yields one solution. Ifα < 1
and the O(L1/2) term in the expansion ofM1,2(p, q) in powers ofL is nonzero, then each
possibility yields two solutions.

Finally we consider the orientations of our solutions. It is not immediately clear that all
solutions have the same orientation, but in fact they do. The problem of matching amplitudes
is the same in all cases. The problem of matching gluing angles reduces to the intersection
of two 3-cycles in a 3-disk× SO(3) (i.e., all possible pairs(yI ,m)), and is easily seen to be
transverse. The intersection numbers are continuous functions ofMp andMq as long as a
solution continues to exist. SendingMp around a noncontractible loop inSO(3) interchanges
the two solutions associated to a given pair(Mp,Mq), which shows that the two solutions
for any given(Mp,Mq) have the same orientation. Also by continuity, this orientation is
the same for all pairs(Mp,Mq).

All that remains is to compute this orientation in one case. Letsp = sq = 1, Mp =
Mq = I , and look near the solution withy = 0 andm = I . The varieties̃νp and ν̃q are
just the zero sets ofFstd(p)− I andF̃std(q)− I , which we view as functions of(y, λ,m).
Taking derivatives, we find that changes in(y, λ,m) give the following first order changes
in Fstd(p) andFstd(q):
1. Increasingλ increases the magnitude of bothF̃std(p)andFstd(q)without changing either

direction.
2. Increasingy0 increases the magnitude ofFstd(p) and decreases that ofFstd(q), while

keeping the directions fixed.
3. Increasingy1 (resp.y2, y3) rotatesF̃std(p) in the direction defined by the Lie algebra

element−i (resp.−j , −k), and rotatesFstd(p) an equal amount in the direction+i
(resp.+j , +k).

4. Rotatingm in any direction rotates bothFstd(p) andFstd(q) in the opposite direction.
>From this we deduce that the Jacobian|d(Fstd(p), Fstd(q))/d(y, λ,m)| is positive, and

that the local intersection number ofν̃p andν̃q is+1 in this case. Thus the local intersection
number ofν̃p andν̃q is +1 in all cases. �

Having proven Theorem 2.1, we consider the question of stability. How much do our
intersection points move around if we changeMp orMq or sp or sq slightly? SinceF0+Fstd
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is only an approximation to the true curvature of a connection inMk+1, our results must
be stable in order to be meaningful.

Let χ be the map that takes(y, λ,m) to (Fstd(p), Fstd(q)). Near our solutions, dχ is
never close to singular. By changingλ and one component ofy we can adjust|Fstd(p)| and
|Fstd(q)| independently, while by adjustingmand the remaining three components ofy we
can adjust the directions ofFstd(p) andFstd(q) independently. It is not difficult to estimate
the matrix elements of(dχ)−1. Some are O(1), some are O(L), and some are O(L2). If we
know the requiredFstd (p or q) to within ε, we knowm to within O(ε), y to within O(εL),
andλ to within O(εL2). In short, small errors in the input data result in only small changes
of the locations of our intersection points in(y, λ,m) space.

Finally, we consider a perturbation of our model problem that is more directly applicable
in the sequel. Let̃F0(x) be the curvature of the background connection in the standard radial
gauge about the gluing pointy. (That is, use the original connectionA0 to trivialize the fiber
overy, and then use parallel transport radially outwards fromy to trivialize the bundle over
U.) We wish to count the number of ways to makeF̃0 + Fstd reducible at bothp andq.

Theorem 2.3. Under the assumptions of Theorem2.1,the number of ways to makẽF0+Fstd

reducible at p and q(counted with sign) is the same as the number of ways to makeF0+Fstd

reducible at p and q(counted with sign), namely+6.

Proof. We first put our background connection into a radial gauge with respect to the origin.
This is a fixed gauge, and Theorem 2.1 applies. SinceF0 and F̃0 are related by a gauge
transformation, the singular values ofF0 andF̃0 are the same. Thus we must solve (2.8)
and the corresponding equation forq, exactly as in Theorem 2.1, with the same values ofsp

andsq . We then solvem−1ρ((y − p)/|y − p|) = Mp andm−1ρ((y − q)/|y − q|) = Mq

for m as before. The only difference in our analysis is thatMp andMq are now functions
of y. We compute the extent to which they depend ony.

Let A be a connection in radial gauge with respect toy, and letA′ be the same connection
in radial gauge with respect toy′. The gauge transformation that relates these, evaluated at
the pointp, is the holonomy around a triangle fromp to y to y′ to p, and so its difference
from the identity is bounded by the sup norm of|FA| times the area of the triangle (see
Fig. 2).

In our case,A is the background connection, so|FA| is fixed and bounded, andy andy′

are restricted to lie on the ellipsoid of solutions to (2.9) and (2.10) with|yI | and|y′
I | both

less thanRK,α. Note that the area of a triangle is bounded by half the product of the length
of any two of its legs. Because the curvature of the ellipsoid of solutionsy = (y0, yI) is
O(1) at admissible points,|y0 − y′

0| is bounded by a constant times|yI − y′
I |. As a result,

|Mp(y)−Mp(y
′)| ≤ const.×

√
L2 + |y|2|yI − y′

I |, (2.14)

while

|Mp(y)−Mp(0)| ≤ const.× L|yI | (2.15)
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Fig. 2. Diagram for proof of Theorem 2.3.

with similar estimates forMq . The second result is an estimate onMp itself, while the
first leads to a bound on the derivative ofM with respect toyI . By (2.11),L2 + |y|2 ≤
const.(L2 + |yI |2), so we obtain∣∣∣∣∂Mp

∂yI

∣∣∣∣ ≤ const.×
√
L2 + |yI |2. (2.16)

As before, we look for solutions toρ(g(y)) = M−1
p Mq , where now the right-hand

side depends ony. We break the disk of radiusRK,α = O(Lα/2) into two pieces, an
inner diskD1 and an annulusD2. The radii will be chosen such that onD1 the estimate
(2.14) is strong enough to allow implicit function theorem arguments to apply. Here the
solutions toρ(g(y)) = M−1

p (y)Mq(y) are but small perturbations of the solutions to

ρ(g(y)) = M−1
p (0)Mq(0). OnD2 the estimate (2.15) will be strong enough to show that

there are no solutions toρ(g(y)) = M−1
p (y)Mq(y). Taken together, this will prove the

theorem.
On the diskD1, the implicit function theorem will apply as long as the smallest singular

value of∂(ρ ◦ g)/∂yI is at least twice the largest singular value of∂(M−1
p Mq)/∂yI , which

by (2.16) is bounded above by a multiple of(L2 + |yI |2)1/2. Computing the derivative of
ρ ◦ g is an easy geometrical calculation, and one finds that all singular values are bounded
below by a constant timesL/(L2 + |yI |2). ComparingL/(L2 + |yI |2) to (L2 + |yI |2)1/2,
we see that the implicit function theorem applies whenever|yI | is smaller than a constant
timesL1/3, and in particular whenever|yI | < L1/2 (andL is sufficiently small). We take
the radius ofD1 (and the inner radius ofD2) to beL1/2.

Now consideryI ∈ D2. If α > 1, thenD2 is empty, so we assumeα ≤ 1. By (2.13),
|I − ρ(g(y))| = 2L/|yI |(1 + O(Lα)) + O(L2/|yI |2). Sincec1L

1/2 < |yI | < c2L
α/2,

c3L
1−α/2 < |I − ρ(g(y))| < c4L

1/2. Now recall thatM−1
p (0)Mq(0) is either bounded

away from the identity or is within O(L) of the identity (e.g.M−1
1 (p)M2(q) is bounded
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away from the identity, whileM−1
1 (p)M1(q) is within O(L) of the identity). By (2.15),

M−1
p (y)Mq(y) is also either bounded away from the identity or within O(L) of the identity

onD2. Thus|I −M−1
p (y)Mq(y)| can never be betweenc3L

1−α/2 andc4L
1/2, so there are

no solutions toρ(g(y)) = M−1
p (y)Mq(y) onD2. �

3. The perturbed moduli space

In this section we show that the model problem of Section 2 correctly describes the inter-
section ofνp, νq , and a perturbation (denoted bỹMk+1) of the boundary region ofMk+1.
M̃k+1 is parametrized by quadruples(A0, y, λ,m), whereA0 ∈ Mk is a background
connection, and the glued-in bubble has sizeλ, centery and gluing anglem. We construct
M̃k+1 by an explicit gluing formula and show that, in the relevant region, the curvature of a
connection inM̃k+1 is well approximated by the sum of the background curvatureF0 and
the curvatureFstd of a standard instanton of sizeλ, centery and gluing anglem. Our model
problem was essentially to make this sum reducible atp andq. By interpolating between
this sum and the actual curvature of a connection inM̃k+1, we show that the results of
Section 2 carry over almost word for word.

As before, we pick a background connectionA0 ∈ Mk and constantsK > 0 and
α ∈ (0,2). Let the neighborhood̃U in N, and the corresponding neighborhoodU of the
origin in R4, be as in Section 2. We now allow bubbles to be glued in anywhere (not just in
Ũ ), so the setB of gluing data is a(0,KLα)× SO(3) bundle overN, with local coordinates
(y, λ,m) ∈ N × (0,KLα)× SO(3). When the center of the bubble is iñU , we identify the
center point inN with the corresponding coordinate inU, and call both pointsy. For each
(y, λ,m) ∈ B, let F be the curvature of the connection(A0, y, λ,m) ∈ M̃k+1. The variety
νp (resp.νq ), restricted to the fiber ofM̃k+1 overA0, is the set of points(λ, y,m) ∈ B

such thatF−(p) (resp.F−(q)) is reducible. We must count the intersection points ofνp

andνq . In this section we prove the following theorem.

Theorem 3.1. Fix K > 0, α ∈ (0,2), andA0 ∈Mk. If the singular values ofFA0(0) are
all distinct, then for all sufficiently small L, the intersection number ofνp, νq , and the fiber
of M̃k+1 overA0 is +6.

We begin by constructing the spacẽMk+1. For now, assume we are gluing a bubble
of sizeλ in Ũ with the center point at the origin. There are three natural length scales
determined by the background connectionA0. The first is the length scale|FA0(0)|−1/2 of
the background curvature at the origin. The second is the length scale|FA0(0)|/|∇AFA0(0)|
at which this curvature varies. LetR3 be the smaller of these two length scales. Finally,
let s0 be the second singular value ofFA0(0). It is easy to see thats0 < 1/R2

3, but there is
no simple lower bound fors0 (although, by assumption,s0 is always positive). As we have
seen,s0 measures how farFA0(0) is from being reducible.

Now pick additional length scalesR1 andR2, which can depend onλ, R3 ands0 such
thatR2

1 < 10−6λR3 andR2
2 > 106λ/

√
s0. Whenλ � R3, which is the only case we
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will consider, we wantλ � R1 � R2 � R3. The points of interestx will all have
R1 < |x| < R2. The number 106 is of course arbitrary. It is just chosen large enough that
we can safely ignore small numerical factors.

Let β(r) be a smooth monotonic function that equals zero forr < 1
2 and equals 1

for r > 2, and such thatβ ′ ≤ 1. We define cut-off functionsβ1(x) = β(|x|/R1) and
β2(x) = 1 − β(|x|/R2).

Let A0 be the background connection expressed in a smooth fixed radial gauge with
respect to the origin. LetAstd be the connection of a standard instanton of sizeλ expressed
in a radial gauge that issingularat the origin and regular at∞. (This gauge is not unique;
it depends on a gluing anglem. See the discussion before expression (2.2).) Note that
|Astd| ∼ λ2/r3 for r � λ, while |A0| ∼ r|FA0| = r/R2

3 for r � R3.
Our point(A0,0, λ,m) ∈ M̃k+1 is defined by the connection form

A′ = β1A0 + β2Astd. (3.1)

We compute

F = FA′ = dA′ + A′ ∧ A′ = β1FA0 + β2FAstd + (β2
1 − β1)A0 ∧ A0

+(β2
2 − β2)Astd ∧ Astd + dβ1 ∧ A0 + dβ2 ∧ Astd

+β1β2(Astd ∧ A0 + A0 ∧ Astd), (3.2)

and the interpolating 2-form

Ft = t (FA0 + Fstd)+ (1 − t)F, (3.3)

where 0≤ t ≤ 1.
If the bubble is to be glued in at a pointy, rather than at the origin, we must adjust the for-

mulas as follows. First supposey ∈ Ũ . TakeA0 as the connection of the background in radial
gauge with respect toy(not with respect to 0). The quantitiess0,R1,R2, andR3 are computed
from the curvatureFA0(y), notFA0(0). The connectionAstd is in a singular radial gauge
with respect toy (not with respect to 0). The cut-off functions areβ1(x) = β(|x−y|/R1)and
β2(x) = 1−β(|x−y|/R2). With these modifications, we still haveA′ = β1A0+β2Astd, and
formulas (3.2) and (3.3) still apply. Fory /∈ U , just apply the same formulas, using geodesic
normal coordinates aroundy. In this case the “standard instanton”Astd is no longer exactly
anti-self-dual, but becomes anti-self-dual in theλ → 0 limit. The gluing anglemdepends on
a local trivialization, but the set of gluing angles is invariant. This defines the spaceM̃k+1 for
all y.

In Section 2 we distinguished notationally between radial gauge with respect to 0 and
radial gauge with respect toy, calling the background curvatureF0 in the first case and̃F0

in the second case. Theorem 2.1 discussed makingF0 + Fstd reducible atp andq, while
Theorem 2.3 discussed makingF̃0+Fstd reducible atpandq. In this section the background
connection isalwaysin radial gauge with respect to the gluing pointy. With only one case
to consider, we always writeF0, neverF̃0.

Note that we do not use the gluing formula found in standard works such as [4]. Tradi-
tionally, one takesA′′ = (1 − β2)A0 + (1 − β1)Astd, so that the resulting connection is



D. Groisser, L. Sadun / Journal of Geometry and Physics 36 (2000) 324–384 345

exactly flat in the annulus with radii 2R1 and 1
2R2 aroundy. This makes identifying the

bundles on whichA0 andAstd live conceptually easier. However, such a procedure makes
for a perturbed moduli space on whichνp andνq intersect nontransversely, sinceF−

A′′ is
reducible, indeed zero, on the entire annulus 2R1 < r < 1

2R2. This makes the intersection
number effectively impossible to compute.

Instead, we allow the supports ofβ1A0 andβ2Astd to overlap as in Taubes’ work such as
[16]. This allows us to observe the interaction between the background connection and the
glued-in instanton. In the Donaldson and Kronheimer [4] method, the interaction only occurs
when we go from our explicit approximate ASD connection to the true ASD connection
(something we have relatively little analytic control over). In our method, the interaction is
seen at the level of the approximate connectionA′ which we can calculate. Moreover,F+

A′ is
much smaller thanF+

A′′ (in theL2 norm), so our method should give a closer approximation
to the properties of the true moduli space.

Let νt,p (resp.νt,q ) be the set of gluing data(y, λ,m) with λ < KLα for whichF−
t (p)

(resp.F−
t (q)) is reducible. Ify is not in Ũ , then for small enoughλ, the connection form

nearp is exactlyA0. By assumption,F0 is not reducible at the origin. For small enough
L, thereforeF0 is not reducible atp, andFt(p) = F0(p) is not reducible. We may there-
fore assume, without loss of generality, that our gluing pointy is always inŨ . Indeed by
picking L small enough, we may assume thaty is in an arbitrarily small neighborhood of
the origin, and therefore thatF0(y) is arbitrarily close toF0(0). Thus we may take the
length scalesR1, R2, andR3 to be independent ofy (althoughR1 andR2 may depend
onλ).

We consider five possibilities:
1. |p − y| ≤ 1

2R1 (p is in the “interior zone”, whereβ1 = 0 andβ2 = 1),
2. 1

2R1 < |p − y| < 2R1 (p is in the interior “shoulder”),
3. 2R1 ≤ |p − y| ≤ 1

2R2 (p is in the “plateau”, whereβ1 = β2 = 1),
4. 1

2R2 < |p − y| < 2R2 (p is in the exterior “shoulder”), and
5. |p − y| ≥ 2R2 (p is in the “exterior zone”, whereβ1 = 1 andβ2 = 0).

As in Section 2, we will be identifying curvatures with 3× 3 real matrices. The phrase
“the second singular value ofF”, for example, is shorthand for “the second singular value
of Mat(F−)”.

The problem of Theorem 2.3 was to findν1,p, ν1,q and count their intersection points.
In that problem condition 3 always applied with|p − y|2 ≈ λ/

√
sp. We will show that

F−
t (p) being reducible withλ < KLα also implies condition 3, and thatνt,p is a small

perturbation ofν1,p. We establish condition 3 by showing that the other conditions lead to
contradictions.

We begin by considering condition 1. Where|x − y| ≤ 1
2R1, A′ = Astd has an ASD

curvature, soF−
t = Ft = tFA0 +Fstd. ForFt to be reducible atp, we need|Fstd(p)| = tsp.

That is,λ2 + |p− y|2 = λ/
√

tsp. This quadratic equation has two solutions, one withλ ≈
|p− y|2√tsp, the other withλ ≈ 1/

√
tsp, but both of them are consistent with condition 1.

Since|p−y| < R3, sp is close tos0. Since|p−y|2 < R2
1 < 10−6λR3, while

√
ts0 ≤ 1/R3,

one cannot haveλ ≈ |p − y|2√tsp. The second solution hasλ ≈ 1/
√

tsp > R3, which
contradictsλ � R3. Thus condition 1 is impossible.
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If p is in the interior shoulder, we have additional terms to consider:

Ft = Fstd + (t + (1 − t)β1)FA0 + (1 − t)[(β2
1 − β1)A0 ∧ A0 + dβ1 ∧ A0

+β1(Astd ∧ A0 + A0 ∧ Astd)]. (3.4)

The ASD part of the terms afterFstd can be bounded in norm by 1/R2
3 +4R1/R

4
3 +4/R2

3 +
λ2/R2

1R
2
3 < 100/R2

3, and so the second singular value ofFt is within 100/R2
3 of the second

singular value ofFstd. ForF−
t to be reducible,|Fstd| can be at most 100/R2

3. Thus we need
λ/(λ2 +|p−y|2) < 10/R3, which in turn means that eitherλ > 1

100R3 orλ < 100R2
1/R3.

The first is not allowed asλ is assumed small. The second contradicts the definition ofR1.
So condition 2 is also impossible.

If p is in the exterior zone, we haveFt = FA0 + (1 − t)Fstd, so we needλ/(λ2 + |p −
y|2) = √

sp/(1 − t), or equivalently,λ = (λ2 + |p − y|2)√sp/(1 − t). But |p − y|2 >
2R2

2 > 106λ/
√
s0, so

√
sp/(1 − t) always exceedsλ/(λ2 + |p − y|2). So again we have a

contradiction.
If p is in the exterior shoulder, we have

Ft = (t + (1 − t)β2)Fstd + FA0 + (1 − t)[(β2
2 − β2)Astd ∧ Astd + dβ2 ∧ Astd

+β2(Astd ∧ A0 + A0 ∧ Astd)]. (3.5)

The ASD parts of the terms other thanFA0 have total magnitude bounded byλ2/R4
2 +

λ4/R6
2 + λ2/R4

2 + λ2/R2
2R

2
3 < 10λ2/R4

2 < 10−11s0 < 10−10sp. But FA0 is a distance
greater than12sp from the nearest reducible matrix, soF−

t (p) cannot be reducible.
Thus for all points inνt,p, condition 3 applies, and here the analysis is relatively simple.

The cut-off functions are both 1, soF(p) = FA0 +Fstd+ (1− t)(Astd∧A0 +A0 ∧Astd).
This last term has magnitude bounded byλ2/R2

1R
2
3, and changes only slightly as(y, λ,m)

are varied. It can thus be treated as a perturbation ofFA0. We perturbν1,p to νt,p iteratively
(as in the standard proof of the inverse function theorem): Given a point inν1,p, compute
(1− t)(a∧A0 +A0 ∧a), use that to adjust(y, λ,m), compute the change in(1− t)(Astd∧
A0 +A0 ∧a), adjust(y, λ,m), and so on. The iteration converges geometrically. Similarly,
a point inνt,p can be perturbed to a point inν1,p. Of course, the same analysis applies to
νt,q .

Now we consider the number of intersection points ofνt,p andνt,q as a function oft.
The only way the intersection number can change is if intersection points appeared or
disappeared at the ends ofνt,p or νt,q . However, we have shown that such intersection
points can only occur when bothp andq are in the plateau. In the proof of Theorem 2.3,
we saw that, forλ � L2 but λ � 1 (e.g.,λ ∼ KLα), the points ofν1,p are bounded
away from ν1,q . Since condition 3 applies, forλ ∼ KLα, νt,p and νt,q are close to
ν1,p andν1,q , respectively, and so are bounded away from each other. Thus intersection
points betweenνt,p and νt,q may not appear from or disappear to the boundary. Thus
#(ν0,p ∩ ν0,q) = #(ν1,p ∩ ν1,q). By Theorem 2.3, the latter number is+6, regardless
of A0.
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4. Computing the Donaldson invariants

In Sections 2 and 3 we saw that, for a fixed generic background connection, there are
six ways to glue in a small bubble nearp andq so as to make the curvature reducible at
p andq. In this section we demonstrate that this is sufficient information to compute the
contribution of the boundary region of̃Mk+1 to the simple type condition. For generic
choices of representatives (of the classes other thanµ(p) andµ(q)), and for generic choice
of the location of the origin of our coordinate system, the boundary region contributes6

64
of what is needed for simple type.

We continue the notation of Sections 2 and 3.M̃k+1 is the perturbed moduli space and
Ũ is a fixed ball inN with a Euclidean metric, which we identify with a neighborhood,U,
of the origin inR4. For fixedK, α, L, letM̃0

k+1 be the subset ofM̃k+1 with λ < KLα. Letω
be a formal product of cycles [Σ1], . . . , [Σn] ∈ H∗(X) such that deg(µ(ω)) = dim(Mk),
so that the Donaldson invariantD(ω) is computed on thekth moduli spaceMk.

We assume that the classes{[Σi ]} are represented by smooth submanifolds{Σi} in gene-
ral position. In particular, a subset of the{Σi} can intersect only if their codimensions add
up to 4 or less. Pick tubular neighborhoods{Σ̃i} of {Σi} small enough to have the same
property: a subset of the{Σ̃i} can intersect only if the codimensions of the corresponding
Σi ’s add up to 4 or less. Similarly, we assume that theΣ̃i ’s do not intersect our fixed
ball Ũ . Choose a geometric representativeVi of eachµ([Σi ]) that depends only on the
connection restricted tõΣi . This may be done for the one-, two-, and three-dimensional
cycles as in [4], and for the zero-dimensionalΣ ’s as in [4] or [13]. (This allows us to
identify the geometric representative ofµ([Σ ]) on Bk with the geometric representative
of µ([Σ ]) onBk+1. In each case it is the set of connections whose restriction toΣ̃ satis-
fies a certain condition.) Note that the codimension ofVi in B is the codimension ofΣi
in N. Let Vω = ∩iVi . Vω is a geometric representative ofµ(ω). Generically,Vω will
intersectMk at a finite number of points (this number, counted with sign, is the Don-
aldson invariantD(ω)), and each of these points will exhibit generic behavior. In partic-
ular, for each such pointA0, we can assume thatMat(FA0(0)) has three distinct singular
values.

Theorem 4.1. Fix Ũ , ω, K > 0, andα ∈ (0,2). For generic choices ofVω as described
above and for all sufficiently small L, the intersection number ofM̃0

k+1 with Vω ∩ νp ∩ νq
is 6D(ω).

Proof. We need to show that the only way for the boundary region ofM̃k+1 to inter-
sectVω ∩ νp ∩ νq is if a bubble is pinching off nearp and q, while the background
connection inMk is contributing toD(ω). We then must demonstrate that, under these
circumstances, the problem reduces to the counting problems studied in Sections
2 and 3.

Suppose we have a small bubble centered at a pointy that is not inŨ . The pointy can
lie in at most four of theΣ̄i ’s, with the correspondingΣi ’s having total codimension 4 or
less. Recall that we are using the explicit formula (3.1), and that outside a neighborhood
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of y, the new connection isidenticalto the background connection. For smallλ, therefore,
the bubble inserted aty has no effect on the connection restricted to the remainingΣ̃ ’s
(which we index byj ). Therefore for a connection(A0, λ, y,m) ∈ M̃k+1 to lie in ∩iVi ,
the background connectionA0 ∈ Mk must lie in∩jVj . However,Mk has dimension 8
less thanM̃k+1, while∩jVj has dimension at most 4 more than∩iVi . Since the dimension
ofMk is less than the codimension of∩jVj , ∩jVj ∩Mk is generically empty.

Next we consider the case where a small bubble is centered inŨ . Then{Σj } is equal to all
the cyclesΣ except at the two pointspandq. For smallλ, on each of thẽΣj ’s the connection
form is equal to the background connectionA0, which must therefore be in∩jVj ∩Mk.
However, now the dimension ofMk and the codimension of∩jVj match.∩jVj ∩Mk is,
by our genericity assumption, a discrete set of points, whose number (counted with sign) is
the Donaldson invariantD(ω). For each of these points, the singular values ofMat(FA0(0))
are distinct.

By Theorem 3.1, for each such backgroundA0 and forL small enough, there are exactly
six values of(λ, y,m) such that(A0, λ, y,m) ∈ M̃0

k+1 has reducible curvature atp andq.
Furthermore, the intersection numbers for the local problem are all+1. Now the orientation
of M̃0

k+1 is the same as that ofMk × U × (0,KLα)× SO(3) [3] [Section 3].
Thus the contribution of points(A0, λ, y,m) toD([p] · [q] · ω), for fixedA0, is exactly

six times the contribution ofA0 toD(ω). Summing over the finite set{A0}, we get that the
contribution ofM̃k+1 toD([p] · [q] · ω) is 6D(ω). �

5. Differential forms and theµµµ-map: introduction

Theorem 1.1, restated precisely as Theorem 4.1, is one of the two major results of this
paper. It quantifies the contribution of the boundary region of moduli space to the geometric
representative computation of the Donaldson invariants that appear in the simple type re-
cursion relation. The remainder of the paper is a proof of Theorem 1.2, which quantifies the
contribution of the boundary region to a differential form calculation of the same Donaldson
invariants.

In this section we construct a de Rham-theoretic version of Donaldson’sµ-map using
Chern–Weil theory. Recall that there is a canonicalSO(3)-bundleP → B∗×N , and that the
µ-map is defined by slant product with−1

4p1(P). Using theL2 metric one can produce a
natural connection onP with curvatureF ; see [4, Sections 5.1 and 5.2]. By the Chern–Weil
formula one has

−1
4p1(P) = 1

8π2
tr(F ∧ F) ∈ Ω4(B∗ ×N), (5.1)

where the trace comes from the two-dimensional representation ofso(3) ∼= su(2). Let us
write tangent vectors toB∗ × N as pairs(α,X) with α ∈ TB∗ andX ∈ TN, and iden-
tify TAB∗ with ker((dA)∗) ⊂ Ω1(AdP). Further, forα, β ∈ Ω1(AdP), define{α, β} =
−∑4

i=0[αi, βi ] ∈ Ω0(AdP), where the localAdP -valued functionsαi , βi are the com-
ponents ofα, β relative to a local orthonormal basis ofT ∗N . If A is irreducible, then
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F((α,0), (β,0)) = −2GA0 {α, β}, whereGA0 is the inverse of the covariant Laplacian on
Ω0(AdP), and hence

µd(ω)(α, β, γ, ρ)|A =
∫
N

(
ι(ρ,0)ι(γ,0)ι(β,0)ι(α,0)

1

8π2
tr(F ∧ F)

)
ω

= 1

π2

∫
N

tr(GA0 {α, β}GA0 {γ, ρ} +GA0 {α, γ }GA0 {ρ, β}

+GA0 {α, ρ}GA0 {β, γ })ω. (5.2)

For our application it is crucial to get the combinatoric factors in (5.2) correct.
If we replaceω by δp, a delta-form supported at a pointp, the resulting form onB∗

is still de Rham cohomologous to a form obtained using smoothω. Henceforth we write
µd(p) := µd(δp). For anyp ∈ N , a 4-form representingµd(p) is given by

µd(δp)(α, β, γ, ρ) = 1

π2
tr(GA0 {α, β}GA0 {γ, ρ}

+GA0 {α, γ }GA0 {ρ, β} +GA0 {α, ρ}GA0 {β, γ })
∣∣∣
p
. (5.3)

To make use of (5.3) we need some concrete formulas — with calculable leading terms and
small remainders — forGA0 {α, β}. We can obtain such formulas whenA is a concentrated
instanton with a “charge-one bubble” andα, β come from infinitesimal changes in the
bubble parameters (center, scale, and gluing angle). Tangent vectors of this type span an
“approximate tangent space” on which very strong estimates are possible. This space, its
relation to the action of the quaternionic affine group onR4, and its relation to the gluing
construction in [4] are central to the proof of Theorem 1.2. In the next section, we define
the approximate tangent space precisely and study these relations in detail.

6. Group actions and the approximate tangent space

Let H denote the quaternions andH∗ the nonzero quaternions. The eight-dimensional
approximate tangent space we define later is obtained by an “almost-action” ofH∗ × H ∼=
R+ × SU(2)× R4 onB induced by an almost-action onP (what “almost-action” means is
explained below). Essentially, we lift fromN to P cut-off versions of translations, dilations,
and “self-dual rotations” in a gauge-invariant way.

To make this more precise, letX be a vector field onN, andA a connection onP. The
pair(X,A) defines a flow onP obtained by liftingX A-horizontally toP. We thereby obtain
from X the “canonical flow ofX onA” with associated vector fieldA 7→ X̃ := ιXFA ∈
Ω1(AdP) ∼= TAA (see [8, Proposition 4.3]). The canonical flow is invariant under the
gauge group, hence it descends toB. Moreover, any two lifts toP of a diffeomorphism of
N differ by a gauge transformation, and hence given an action onN by any connected Lie
groupG on N, the canonical flow integrates to a well-defined action ofG onB, though in
general not onA. Of interest to us later will be the comparison of the canonical lift to that
obtained by liftingX horizontally with respect to a reference connectionA0. In that case
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the difference between the two tangent vectors inTAA induced by the two flows isdAu,
whereu = ιX(A− A0).

Now let G be a Lie group acting from the left onN. Suppose that for eachg ∈ G, the
action8g of g on N lifts to a bundle map̃8g : P → P ; if G is connected, we can obtain
such lifts by using the canonical flow. (We do not require the lifts to piece together to a
G-action.) For later purposes we will need to calculate the differential of the induced action
of G onB at anyg ∈ G. This is not difficult, but it is easy to confuse the roles ofg andg−1

in this calculation, and this mistake would be fatal for our application.
For each connectionA ∈ A, let2A ∈ Ω1(P, su(2)) denote the connection form ofA.

Given a liftφ̃g as above, defineg ·A to be the connection with connection form(8̃−1
g )∗2A. If

the lifts piece together into an action ofGonP (necessarily a left action), then(g,A) → g·A
defines a left action ofG onA. 8̃g1g2 and8̃g1 ◦ 8̃g2 are gauge-equivalent, since both are
lifts of 8g1g2, so an element-wise liftableG-action onN alwaysinduces aG-action onB,
whether or not it induces one onP.

Now fix [A0] ∈ B and defineρ : G → B by ρ(g) = [g · A0]. This is well defined and
is independent of the choice of lifts. On a small enough neighborhoodU of anyg ∈ G, we
can always choose thẽ8h to vary smoothly withh, so that onU the mapρ factors through
a smooth mapρ : G → A defined byρ(g) = g · A0. Let v = (d/dt)gt |t=0 ∈ TgG and
write v = Rg∗w, wherew ∈ TeG = g. Then

ρ∗g v = d

dt
((exp(tw)g) · A0)

∣∣∣∣
t=0

. (6.1)

But 8̃exp(tw)g = γ (t)◦ 8̃exp(tw) ◦ 8̃g for some gauge transformationγ (t) varying smoothly
in t, and hence(exp(tw)g) · A0 = ((exp(tw)) · g · A0) · γ (t)). Thus

ρ∗g v = d

dt
(exp(tw) · g · A0)

∣∣∣∣
t=0

mod Im(dg·A0)

= d

dt
((8̃−1

exp(tw))
∗ωg·A0)

∣∣∣∣
t=0

mod Im(dg·A0). (6.2)

Letŵ ∈ Γ (TN)andŵP ∈ Γ (TP)be the vector fields onNandP induced by the infinitesimal
action ofw. Then

d

dt
((8̃−1

exp(tw))
∗ωg·A0)

∣∣∣∣
t=0

= −LŵP ωg·A0 = −ιŵFg·A0 mod Im(dg·A0) (6.3)

(if 8̃ is defined by the canonical flow, then “mod Im(dg·A0)” can be erased in this line).
Note thatv directly defines a vector field onN by v̂|8g(x) = (d/dt)(8gt (x))|t=0. Since we
can takegt = exp(tw)g, it immediately follows that̂v|8g(x) = ŵ|8g(x) for all x ∈ N , so
the vector fieldŝv andŵ are the same. Hence

ρ∗g v = −ιv̂Fg·A0 mod Im(dg·A0). (6.4)

Thus if we identifyT[A]B with ker((dA)∗) ⊂ Ω1(AdP), then

ρ∗gX = −π ′
AιX̂Fg·A0, (6.5)
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whereπ ′
A : Ω1(AdP) → ker((dA)∗) is theL2-orthogonal projection. (Here and below, for

notational convenience we do not distinguish between a tangent vector toB ofM at [A],
literally a gauge-invariant section of a certain vector bundle over the gauge-orbit through
A, and the representative of this section atA.)

We would like to apply these ideas to the situation of a local action ofH∗ × H on a
neighborhood of a point inN. Given a concentrated connectionA, with scaleλ = λ(A) and
center pointpA, fix a positively oriented normal coordinate system centered atpA. 3 Near
pA it makes sense to speak of the translation, dilation, and rotation vector fields. These are
determined invariantly by data(b, a, α) ∈ TpAM ⊕ R ⊕Λ2(TN) by setting

X̂(b,a,α) = bj
∂

∂xj
+ (

√
2λ−1)

(
axi

∂

∂xi
+ αijx

i ∂

∂xj

)
, (6.6)

where{xi} are normal coordinates centered atpA andbj , αij are the associated components
of b, α. We include the normalization factor(

√
2λ)−1 to arrange‖ι

X̂
FA‖2 ≈ const. (inde-

pendent ofλ); see Proposition 6.4. We callαijx
i(∂/∂xj ) a self-dual/anti-self-dual rotation

vector field ifαij dxi ∧ dxj is an SD/ASD 2-form atpA.
SinceX̂ are only defined locally, we extend them toN by cutting them off outside a small

ball. For this purpose witĥX as above, we defineX = βX̂, whereβ is a cut-off of scale

ε = 4n0λ
1/2. (6.7)

Heren0 is a constant taken large enough to ensure thatβ can be used in the gluing construc-
tions of Donaldson and Kronheimer [4], but for all of our other applications we can ignore
n0. For convenience we takeβ = βstd(rA/ε), whererA is the distance topA andβstd is a
cut-off function with support in [0,2], identically 1 on [0,1]. (These cut-offs, which will
be used for the rest of this paper, are different from the ones in Section 3.)

We define

hA = {X(b,a,α) = βX̂(b,a,α) ∈ Γ (TN) |(b, a, α) ∈ TpAM ⊕ R ⊕Λ2
+(TN)}. (6.8)

It is worthwhile to observe that the definition of (A)SD rotation vector fields is necessarily
a local definition, since globally a nontrivial exact 2-form cannot be SD or ASD on an
orientable compact manifold. In fact onS4, rotations that are SD at one pole are ASD at
the other. This is most easily seen by using stereographic projection to identifyS4 − {∞}
with R4, then withH. Left-multiplication by unit quaternions induces SD rotations near 0,
while right-multiplication induces ASD rotations near 0. But coordinates near∞ onS4 are
related to those near 0 by quaternionic inversion (the orientation-preserving mapx 7→ x−1),
which interchanges the roles of left- and right-multiplication.

WhenA is an ASD, we make the following definition.

3 The precise definitions ofλ andpA are not important here. There are several definitions in the literature leading
to some arbitrariness in the definition of “near”, “bubble”, etc. In all instances in which the differences among
these definitions have been carefully analyzed, it has been found that these differences do not affect the estimates
we need in any material way (cf. [9, Section 5]). We will simply assume in this paper that the same is true here, and
will freely quote results proved using different definitions as if they had been proved using consistent definitions
of scale and center.
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Definition 6.1. Theapproximate tangent spaceHA atA to the moduli space is the space

{X̃A := ιXFA|X ∈ hA}. (6.9)

We usually write simplyX̃ and leave theA-dependence implicit.

To justify this terminology, we consider the action induced by suchX on an ASD con-
nection. Since theX’s are nearly conformal vector fields, one expects the induced flow to
map an ASD connection to a nearly ASD connection. Proposition 6.4 shows that this is the
case, and more — but first we need a definition and a lemma.

Definition 6.2. Givenκ, ν, λ0 > 0, letMκ,ν
k+1,λ0

⊂M′
k+1,λ0

denote the subset of instantons
[A] obeying the conditions
1. the first eigenvalues of the Laplacians(dA)∗dA on 0-forms,dA+(dA+)∗ on SD 2-forms are

both greater thanν, and
2. for allp ∈ N ,

|FA(p)| ≤ Cλ2

λ2 + rA(p)2)2 + κ
, (6.10)

whereFA is the curvature ofA, rA(p) = dist(pA, p), andλ andpA are the scale and center
point ofA, respectively.

The pointwise bound (6.10) essentially says that|FA| is bounded by the curvature of a
standard instanton plus a contributionκ from a background connection. At small distances
from pA, the latter term is negligible, but far frompA, the background term dominates.

When dealing with estimates for the approximate tangent space, one must decide at what
scaleε to cut off the vector fields inhA. If one takesε to be too small, the derivatives of the
cut-off function become inconveniently large, while if one takesε to be too large, the con-
tribution from the background connection swamps the contribution from the concentrated
curvature. If we require thatε scale as a power ofλ, we get the optimal balance between
these undesirable features only ifε ∼ λ1/2. Earlier we choseε = 4n0λ

1/2, and we now take
n0 to be large enough so that in the gluing construction of Donaldson and Kronheimer [4]
one is assured of landing in the domain of Taubes’ contracting mapping argument. Oncen0

has been so chosen, it (likeκ) is simply another ignorable constant for the computations we
need in this section. In particular, note that on the ballB(pA, ε) or radiusε centered atpA,
we haveλ2/(λ2 + r2

A)
2 ≥ (λ0 +64n2

0)
−2 ≥ const. κ. Hence, with a new constantc = c(κ),

|FA| ≤ cλ2/(λ2 + r2
A)

2 on supp(β). (6.11)

This enormously simplifies our computations.
The next lemma shows that we can always arrange the fiberZ to lie in someMκ,ν

k+1,λ0
.

Lemma 6.3. Given smallλ0, let T : M′
k+1,λ0

→ Mk be the projection sending a con-
centrated connection to a “background” connection. Let[A0] ∈ M′

k and assume that
the first eigenvalues of the Laplaciansd∗

A0
dA0, d

+
A0
(d+
A0
)∗ on AdP -valued0-forms and SD
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2-forms, respectively, are positive. Then there existsλ0 > 0, ν > 0, κ > 0,C > 0, and a
neighborhoodU of [A0] inMk+1 such thatT −1(U) ⊂Mκ,ν

k+1,λ0
.

Proof. That condition 1 in the definition ofMκ,ν
k+1,λ0

can be satisfied follows from the proof
of Lemma 7.1.24 in [4]; that condition 2 can be satisfied follows from modifying several
ideas in [9, Definition 4.1, Lemma 4.3d, and Proposition 4.4]. �

Henceforth we will always assume that instantons [A] lie in a fixedMκ,ν . For such
connections we have the following.

Proposition 6.4. Fix κ, ν. LetπA : Ω1(AdP) → H 1
A := ker((dA)∗)∩ ker(dA+) (naturally

identified with the tangent spaceT[A]M) be theL2-orthogonal projection. For all sufficiently
small, positiveδ, there exist c, ε1(λ) such that ifA ∈Mκ,ν

k+1,λ0
, then

|‖X̃(b,a,α)‖2
2 − 8π2(|b|2 + |a|2 + |α|2)| ≤ ε1(λ)(|b|2 + |a|2 + |α|2), (6.12)

whereε1(λ) → 0 asλ → 0, and

‖X̃ − πAX̃‖2 ≤ cλδ(|b|λ+ (|a| + |α|)λ1/2). (6.13)

Proof. The proof of the first statement is similar to that of Ref. [8, Proposition 3.6]; we
omit the details. We prove the second statement later as Proposition 10.8(b). �

Thus by takingλ small enough, we can ensure thatπA : HA → H 1
A is injective. Let

O0 ⊂ hA be an open neighborhood of zero. ForX ∈ hA, letAX denote the connection that
results from acting onA by the canonical flow ofX for unit time, and letOA = {AX |X ∈
O0}. Proposition 6.4 has two implications once we takeO0 small enough. First,OA lies in
a neighborhood of the ASD connections on which Taubes’ contracting-mapping argument
lets us “project” the image ofA to an ASD connection. Second, by the implicit function
theorem, the image ofOA inMk+1 is an eight-dimensional submanifold ofMk+1.

The quantityX̃−πAX̃ will be central to the definition of the remainder terms inµloc(p)

and to the analysis in Section 10. We define

ξX = X̃ − πAX̃ = dAGA0 (d
A)∗X̃ + (dA+)

∗GA+d
A
+X̃. (6.14)

HereGA0 andGA+ are the inverses of the Laplacians(dA)∗dA anddA(dA+)∗ onΩ0(AdP)
andΩ2+(AdP), respectively.

We make three observations here. First, ifA is ASD,‖(dA+)∗GA+dA+X̃‖2/‖X̃‖2 is small for
anyrotation vector field, not just SD ones. This is to be expected since any rotation vector
field is an approximate isometry and hence should approximately preserve anti-self-duality.
However,‖dAGA0 (dA)∗X̃‖2/‖X̃‖2 is small only for the rotation vector fields of duality
opposite to that of the connection. Second, to deduce from this smallness that the parameter
space injects (locally) intoB, one must know that the first eigenvalue of the Laplacians on
0-forms does not tend to zero asλ tends to zero as it will if the “background” connection is
flat (or merely reducible). Indeed onM1(S

4), all rotation vector fields (not cut off), lifted
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as above, preserve the standard instanton. (OnM1(R4), if one writes instantons in the usual
gauge and instead lifts rotations using the flat connection, then ASD rotations preserve the
standard ASD instantons centered at the origin, while SD vector fields induce the effect of a
gauge transformation.) Third, because of the cut-offβ, hA is not a Lie subalgebra ofΓ (TN),
although in some sense it is close to being one. Thus, while intuitivelyhA is associated with
the Lie algebra of an eight-dimensional group of translations, dilations, and rotations,OA is
not quite the orbit of an eight-dimensional local Lie group, hence the term “almost-action”.

We will return to this point at the end of this section, but first we wish to relateOA to the
gluing construction in [4]. The fibration of a region inM′

k+1,λ0
overM′

k is usually viewed
in terms of center point, scale, and gluing parameter. We claim that on an infinitesimal
level, these are essentially the eight parameters used to define the approximate tangent
space. Indeed [9] [Section 5] it was shown that lifts using the translation and dilation
vector fields do correspond to infinitesimal changes in center point and scale up to an error
that is essentially O(λ). (Ref. [9] dealt only withM1, but under a suitable definition of
“concentrated”, the same argument works more generally.) It remains to identify our action
of SO(3) (the SD rotations) with the “gluing parameters” of the construction in [4, Section
7.2]. As both constructions are noncanonical we content ourselves with a somewhat heuristic
correspondence.

Instantons in the subspaceMκ,ν
k+1,λ0

have a single “charge-one bubble” and are otherwise
not concentrated. For any such ASD reference connectionA0 = A, there exists a gauge over
the ballB(pA,Kλ) such that after pulling back toB(0,Kλ) ⊂ R4 by a positively oriented
normal coordinate system{xi}, the connection form is close toAstd

λ , the standard instanton
on R4 of scaleλ and center the origin (see [4, Section 8.2.1]). HereK > 1 is any fixed
number and “close” means that after dilating byλ, the two connections areC2-close on
B(0,K) ⊂ R4; the undilated connections satisfy|∇j (A − Astd

λ )| ≤ ε1λ
−1−j , 0 ≤ j ≤ 2,

where by takingλ0 small enough we can takeε1 as small as we please. After a choice of
normal coordinate system, the identificationR4 ∼= H, and an identification ofSU(2) with
the unit quaternions, the connection form forAstd

λ on our ball is

ω0 = Im(x̄ dx)

λ2 + |x|2 . (6.15)

For integersj = 1, . . . ,10, define the setsUj = B(pA, jn0λ
1/2) andVj = N − Uj .

Also letU∞ denote the annulusU10 ∩ V1 and letΩ denote the smaller annulusU9 ∩ V2.
We choose gaugess0, s∞ (local sections ofP) overU10, U∞, respectively, such that the
transition function betweenU10andU∞ isg0∞(x) := x/|x| (i.e.s∞ = s0g0∞); furthermore
we takes0 to be the radial gauge forA with respect topA with which (6.15) is written. The
connection form forAstd

λ with respect tos∞ onU∞ is then

ω∞ = λ2 Im(x dx)

|x|2(λ2 + |x|2) . (6.16)

To make contact with the construction in [4], we will pretend that on the ballU8, our
connectionA is exactly standard (so that the connection form relative tos0 onU8 is (6.15)).
Let β̃ be a function that is identically 1 onN − U∞ and identically 0 onΩ with |∇β̃| ≤
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cn−1
0 λ−1/2. (Note that the “interior” part of the support of̃β occurs whereβ ≡ 1.) On

U∞, letω′∞ denote the connection form̃βω′. We then define a new connectionA′ onP by
declaring the connection form forA′ in the gauges∞ overU∞ to beω′∞, and declaring
A′ = A onN − U∞. We think ofA′|V8 as a cut-off “background connection”. In fact, we
can define a bundlePk of Pontryagin indexk by replacing the transition functiong0∞ by
the identity;A′|V8 extends to a connection onPk that is flat nearpA. Note that overΩ the
connectionA′ is flat; its connection form there, relative tos0, isg0∞ dg−1

0∞ = Im(x dx)/|x|2.
Our choice of normal coordinates and identificationR4 ∼= H induces a Lie algebra

isomorphismθ : Λ2+T ∗
pA
M → su(2) = Im(H), mapping the standard basis ofΛ2+T ∗

0 R4

to {i, j , k}. (Alternatively, θ−1 is given by mappingv ∈ su(2) first to the vector field
induced by quaternionic left-multiplication onH, then to the 2-form obtained by lowering
an index using the metric.) Letv = θ(α) and assume|v| is not too large. We consider the
canonical flow ofX = βαijx

i(∂/∂xj ) acting on the cut-off connectionA′. After integrating
the flow for time 1, the action on the base isx 7→ φ(x) = h1(r)x, wherer = |x| and
h1(r) = exp(βv). LetA′

v be the connection determined by this integrated canonical flow.
An alternative flow, the “s0-flat” flow, is obtained by liftingX to P |U8 using the flat

connection determined bys0, and extending this flow to the complement ofU8 by the
identity (sinceX is supported inU8). If we integrate thes0-flat flow for time 1, the resulting
connection form onΩ with respect tos0 is

ω′
v = Im(h1(r)x d(h1(r)x))

|x|2 = g0∞h−1
1 dh1g

−1
0∞ + g0∞ dg−1

0∞. (6.17)

By our earlier comments, the connections resulting from the canonical flow and thes0-flat
flow are gauge equivalent (and in fact are equal outsideU8). ThusA′

v is gauge-equivalent
to a connectionA′′

v equalingA′ onN −U∞, and whose connection form inΩ (in the gauge
s0) is (6.17).

We claim that the connectionA′′
v is the one constructed in [4, p. 296]. The latter essentially

begins with the connectionA′ (thought of as a cut-off connection onPk|V1 glued to a
connection on ak = 1-bundleP1|U10) and modifies it onU∞ as follows. Leth1(r) be
as above, leth2(r) = exp(−(1 − β)v) and consider the two gauge transformationsh̃1,
h̃2 overU∞ given by h̃i (s∞(x)) = s∞(x)hi(r). The gauge transformatioñh1 does not
extend to all ofP (unless expv = ±1), but it does extend to the bundlePk defined earlier,
and forr ≤ 4n0λ

1/2 changes the trivializations∞ (extended toPk) by the constant expv.
Similarly the gauge transformatioñh2 extends toP |U10, changing the trivializations∞ for
r ≥ 8n0λ

1/2 by exp(−v). Becauseh−1
1 dh1 = h−1

2 dh2, the two gauge transformations
have the same effect on the flat connectionA′|Ω . Therefore we can define a new connection
ADK
v by

ADK
v =

{
h̃2(A

′)onU9,

h̃1(A
′)onV2.

(6.18)

The connection form forADK
v with respect tos∞ onΩ is h−1

1 dh1 = h−1
2 dh2, so with

respect tos0 the connection form is precisely (6.17). ThusA′′
v andADK

v coincide onΩ.
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Sinceh̃1 ≡ 1 onV9 we haveADK
v = A′ on this region, and sinceX ≡ 0 onV9 we have

A′′
v = A′ there as well. ThusA′′

v = ADK onV2. It remains to consider onlyU2. On this ball,
a computation shows that the connection form forA′ relative tos0 is

ω′
0 = Im(x dx)

|x|2
(

1 − β̃(r)
λ2

λ2 + |x|2
)
. (6.19)

OnU2, we haveh2 ≡ 1, so the connection form forADK
v remainsω′

0. But the connectionA′

is also preserved by the “s0-flat” flow of X; replacingx byh1(r)x in (6.19) does not change
ω0, sinceh1 is constant onU2. ThereforeA′′

v = ADK
v over all ofN.

Now letAv be the connection obtained from applying the canonical flow ofX for time
1 to A (rather than toA′). The preceding shows that up to gauge equivalence, when|v| is
not too large, the only differences betweenAv andADK

v arise from the facts that (i)A is
only approximately standard on a small ballB(pA,Kλ) rather than exactly standard on the
larger ballB(pA,10n0λ

1/2), and (ii) we do not cut offAv before applying the flow.
It should also be noted that since the subspacehrot

A corresponding to the SD rotation
vector fields is not closed under Lie bracket, if we lethrot

A act onA by the canonical flow
for time 1, we should not expect to get a closed “orbit”. But the construction in [4] shows
that the space of gluing parameters is a copy ofSO(3).

To address this discrepancy, first note that ifN were R4 we could dispense with the
cut-offs in the definition ofhA. The vector fields would be globally defined, and would
generate a Lie algebra exponentiating to the group of motions ofR4,

{x 7→ ax+ b |(a, b) ∈ H∗ × H}. (6.20)

The stabilizer of the origin would beH∗ ×{0}, and if the initial connectionA were standard,
the set of connections generated by lettingSU(2) ⊂ H∗ act via the canonical flow would
give two copies of the space obtained by the construction in [4], as(a,0) and(−a,0) yield
the same connection. (Alternatively, ifv 6= 0 is small enough, the connectionsA′ = ADK

andA′′
v = ADK

v are gauge-inequivalent, because the gauge transformationh̃1 defined earlier
— which always extends toP |N−{pA} — extends toP if and only if expv = ±1.) From our
earlier discussion the action of(a, b) on the standard instanton is given by pulling back the
connection form by theinverseof (a, b), which results in a connection of scale|a| and center
b (cf. (8.23)). The unit quaterniona/|a| corresponds to gluing angle doubly parametrized.

Intuitively then, we have the following picture. Fix a reference connectionA = A0 ∈
Mκ,ν

k+1,λ0
. LetB ⊂ su(2) be the ball centered at the origin that is carried diffeomorphically

to SU(2) − {−1} by the exponential map, and letB ′ ⊂ hrot
A be the corresponding set of

SD rotation vector fields. If we let the canonical flow of elements inB ′ act for time 1 on
[A0], we obtain a space that (for purposes of integrating reasonably behaved differential
forms) approximates two copies of the fiberZDK. This correspondence becomes sharper
asλ0 → 0: as we take the limit and rescale the (local) metric and normal coordinates
correspondingly, the failure ofhA to close under Lie bracket disappears on any ball of fixed
rescaled size. Furthermore, because the rescaled metric becomes flat, the limiting space of
vector fieldshA is the same whether we center the rotations and dilations atpA or atp. Thus
the limiting action ofH∗ × H above appears to generate an immersed manifold that we can



D. Groisser, L. Sadun / Journal of Geometry and Physics 36 (2000) 324–384 357

treat “homologically” as two copies ofZDK. This discussion motivates the assumptions we
make onZ in the next section.

7. The fiberZZZ

For our purpose we need only consider one fiberZ = Zλ0 of the projectionM′
k+1,λ0

→
M′

k; we do not need to construct the whole fibration. We will assume thatZhas the following
five properties. The first three are known to be satisfied byZDK, so the key assumptions are
really the last two, which require the tangent spaces ofZ andZDK to be close in various
norms. The assumptions can almost certainly be weakened from those below at the cost of
considerably more technical work.

(Z1) Z fibers overN via the projectionZ → N sending a concentrated connection to its
center. GivenU ⊂ N we letZ|U denote the inverse image ofU under the projection. We
assume thatN can be covered by a finite number of normal coordinate chartsUi (which we
may take to be geodesic balls) such that for eachi there is a two-to-one fiber-preserving
covering mapρi : H∗

λ0
× Ui → Z|Ui having additional properties listed below. Here

H∗
λ0

= {a ∈ H∗ | |a| < λ0} ∼= (0, λ0)×SU(2), where the isomorphism isa 7→ (|a|, a/|a|).
(Note that the center point and scale maps are defined globally onZ; it is only for the purpose
of handling gluing parameters that we need to chop upN.)

In general a normal coordinate system{xj } onUi determines an identification between
Ui and a ball inH centered at the origin, and hence a local action ofH∗

λ0
× H on Ui

given by((a, b), x) 7→ ax+ b. We assume that on eachUi there is a positively oriented
normal coordinate system{xj } onUi such thatρi is approximately given by the induced
canonical flow of thisH∗

λ0
× H-action, based at the standard instanton onR4, in the sense

that (Z2)–(Z5) below are true. From [1, Section 3], the orientation induced on the fiberZ
by the standard orientation ofH × H as a complex vector space is then compatible with the
standard orientations ofMk+1 andMk (i.e. the orientation ofM′

k+1,λ0
is the product of

the orientation ofZ and the pullback of the orientation ofMk). These are the orientations
used in (1.8).

(Z2) We assume that for eachi, the scale and center point ofA = ρi(a, b) areλ(A) = |a|
andpA = b (in quaternionic normal coordinates), respectively.

(Z3) Giveni, let [Aa,b] = ρi(a, b) and letFa,b = FAa,b . We assume that for anyK > 0,
on the ballB(pA,Kλ(A)) we have∣∣∣∣∣|Fa,b| −

√
48|a|2

(|a|2 + |x − b|2)2
∣∣∣∣∣ ≤ ε1(λ)λ

−2, (7.1)

whereε1(λ) → 0 asλ → 0.
(Z4) Let B be the component of exp−1(SU(2) − {−1}) containing 0. A tangent vector

v ∈ T(a,b)(H∗
λ0

×B) gives rise to a vector field on a neighborhood ofb ∈ B that determines

an elementXv ∈ hA. Writing X̃v = ιXvFA, we require that

‖ρ∗v + X̃v‖L2 ≤ ε2(λ)|v|, (7.2)
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whereε2(λ) → 0 asλ → 0. Observe that because of (6.12), we can alternatively write
(7.2) as‖ρ∗v − (−πAX̃v)‖L2 ≤ ε2(λ)|v|; cf. (6.5).

(Z5) Lettingξ ′
v = ρ∗v+ X̃v andξv = X̃v −πAX̃v, we further require thatξ ′

v satisfy the
same weightedL4 bounds asξv given in Proposition 9.1 (Eqs. (10.74) and (10.75)), and the
pointwise bound (10.72).

If not for (Z4) and (Z5), we would not need to assume (Z1)–(Z3). By itself, (Z1) follows
from the description of the ends of moduli space in [4, Sections 7.2 and 8.2]; we simply
take the local diffeomorphism(0, λ0) × SO(3) × Ui ∼= Z|Ui , and pre-compose with the
covering mapSU(2) → SO(3). Similarly, (Z2) and (Z3) follow from [4, Section 8.2.1].

What is not clear is whether the construction in [4] yields a fiber whose tangent space at
[A] is sufficiently close toπA(HA) in the norms required for our analysis. If the subspace
hA ⊂ Γ (TN)were a Lie subalgebra, then by (6.5) the canonical flow would generate a fiber
whose tangent space at [A] would be preciselyπA(HA). However,hA is not closed under Lie
bracket and the canonical flow of vector fields inhA0 acting on a single reference connection
[A0] has no chance of generating an orbit that reasonably approximatesall of ZDK; the
cut-off in the translation vector fields prevents the canonical flow from moving the center
point very far frompA0, whereas all points inNcan occur as center inZDK. But the estimates
relevant to proving Theorem 1.2 are much less sensitive to changing the definition of of
translations than to changing the definition of rotations and dilations, so it seems plausible
that by a patching argument altering the definitions of only the translation vector fields in
any significant way, we can splice together canonical flows based at connections with nearby
center points. Presumably by splicing enough flows together we can obtain a fiber that is
C1-close globally toZDK andC1-close locally to the orbit of some canonical flow. Even if
the splicing construction fails, there are two reasons why, for purposes of integration, we
may not need to define a true fiber (such asZDK) in a topological sense. First, when we
integrateµ(p) ∧ µ(q) over an orbit of the canonical flow, only connections with center
point nearp andq contribute significantly to the integral. It is likely that the same holds for
an integral overZDK, so that it suffices to approximate only a region ofZDK consisting of
connections with center point in a fixed small ball. Second, although the canonical flow of
the subspacehrot

A0
acting on [A0] does not generate aclosedmanifold, it does generate an

immersed copy ofSU(2)− {−1} lying in a small neighborhood of anSO(3)-orbit inZDK,
and which geometrically wraps twice around this orbit. A careful analysis may show that
there is a homotopy from the immersed puncturedSU(2) to a punctured double cover of the
SO(3) in ZDK, small enough in all relevant norms that there is only a negligible difference
between integrating overZDK and over the orbit of the canonical flow.

Thus the idea behind (Z1)–(Z5) is basically that there is fiber that interpolates between
ZDK and the not-quite-fiber generated by splicing together canonical flows. The hypotheses
(Z4) and (Z5) amount to assuming that in this interpolated fiber, the bounds onξ ′ are as
good as they would be if the tangent space to the fiber were the one determined by the
canonical flow. We need such an assumption because when we pullµd(p)∧µd(q) back to
Z, we need to insert true tangent vectors toZ into (5.3); theπAX̃’s in the expansion (8.1)
below should be replaced byρ∗v’s — which has the effect of replacing eachξ in (8.6)
with ξ ′.
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There is other evidence making the simultaneous satisfaction of at least (Z1)–(Z4) very
plausible. OnR4, if we remove the cut-offs in the definition ofhA and defineZ from the
canonical flow acting on the standard instanton, then the spacesT[A]Z andHA coincide. In
the case of 1-instantons over simply connected definite manifolds (where the background
connection is flat and there are no gluing parameters, soZ is five-dimensional), (Z4) was
shown in [9] to be true withε2(λ) ≤ cλ1−δ for smallδ > 0; in [6] this was strengthened
to λ1+δ.

The technical hypothesis (Z5) is more ad hoc, and stronger than necessary, but is not
without basis. In the setting of the five-dimensional moduli spaces mentioned above, certain
estimates of this paper and Ref. [6] can be combined to show that‖r−δp ξ ′‖4 . λ−1+δ(b ·
λ + a · λ1/2) and‖rAξ ′‖4 ≤ b · λδ(b · λ + a · λ1/2), much stronger than theLp bounds
assumed in (Z5). (Hererp denotes distance to an arbitrary pointp ∈ N .)

An important implication of (Z4) and (6.12) is the following. Let dvolL
2

Z be the volume
form onZ induced by theL2 metric onB. (Hypothesis (Z1) determines an orientation onZ,
so there is no sign ambiguity here.) Leta ∈ R4 denote the quaternionic variable inH∗

λ0
. Then

ρ∗
i (dvolL

2

Z ) ≈ const.× d4a ∧ dvolN = const.× λ3 dλ ∧ dvolS3 ∧ dvolN, (7.3)

where the approximation becomes exact asλ → 0 (and the constant is of course nonzero).
Our chief use of (7.3) will be to help estimate the integrals of the nonlocal terms in
µd(p)∧µd(q). For this purpose, we do not actually need “≈” in (7.3); “≤” would suffice.
Thus hypothesis (Z4) can be weakened.

8. Localizingµd(p) ∧ µd(q)µd(p) ∧ µd(q)µd(p) ∧ µd(q)

From now on we assume there is a fiberZ with properties (Z1)–(Z5). To motivate the
leading-term calculation in (1.10), suppose for the moment that for [A] ∈ Z the tangent
spaceT[A]Z is precisely, rather than approximately, the spaceπA(HA) ⊂ T[A]M. Then if
we pullµd(p) back toZ, we need only apply (5.3) to arguments of the formπAX̃A with
X ∈ hA. Recalling the definition ofξX in (6.14), we then have

GA0 {πAX̃, πAỸ } = GA0 ({X̃, Ỹ } + Rem1(X, Y ;A)), (8.1)

where

Rem1(X, Y ) = {X̃, ξY } − {Ỹ , ξX} + {ξX, ξY }. (8.2)

(We omit writing most of theA-dependence in these formulas explicitly.) Here{·, ·} is a
universal, local, anti-symmetric bilinear pairing that takes twoAdP -valued 1-forms and
produces anAdP -valued 0-form. Note thatRem1(X, Y ) is anti-symmetric inX andY.

In [[5], Proposition 2.1], it was shown how to expand several of the expressions appear-
ing in (8.1) and (8.2) as a leading-order local term plus a nonlocal remainder smaller in
appropriate norms. In particular, for any vector fieldsX, Y onN, we have

GA0 {X̃, Ỹ } = −1
2F(X, Y )+GA0 (R

′′(X, Y )), (8.3)
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whereF = FA and where

2R′′(X, Y ) = R(F )(X, Y )+ F(1X, Y )+ F(X,1Y)− 2(∇A
i F )(∇iX, Y )

−2(∇A
i F )(X,∇iY )− 2F(∇iX,∇iY ). (8.4)

HereR is an endomorphism proportional to the Riemann tensor whose precise form does
not concern us. As a consequence of (8.3),R′′(X, Y ) is anti-symmetric inX andY. The
precise way in which the derivatives ofF and the derivatives ofX andYare hooked together
in (8.4) is critical for certain estimates (Lemma 10.4).

Applying (8.3) to the first term in (8.1), we find

GA0 {πX̃, πỸ } = −1
2(F (X, Y )− Rem2(X, Y )), (8.5)

where

1
2Rem2(X, Y ) = GA0 (R

′′(X, Y )+ Rem1(X, Y ))

= GA0 (R
′′(X, Y )+ {X̃, ξY } − {Ỹ , ξX} + {ξX, ξY })

:= GA0 (Rem′
2(X, Y )). (8.6)

Inserting all this into (5.3) we find

µd(p)(πX̃, πỸ , πṼ , πW̃ ) = 1

4π2
tr((F (X, Y )F (V,W)+ F(X, V )F (W, Y )

+F(X,W)F(Y, V ))|p)+ Rem3(X, Y, V,W)|p
+Rem4(X, Y, V,W)|p, (8.7)

where

Rem3 = const.× tr(F ∧ Rem2), Rem4 = const.× tr(Rem2 ∧ Rem2). (8.8)

(In (8.8) we regardF andRem2 asΓ (AdP)-valued 2-forms on the space of vector fields.)
The first term in (8.7) is just(8π2)−1 tr(F ∧ F)(X, Y, V,W)|p, which, sinceF is an ASD,
can be rewritten as(8π2)−1|F |2 dvol(X, Y, V,W)|p. Thus if we define

µloc(p)(πX̃, πỸ , πṼ , πW̃ ) = 1

8π2
|F(p)|2 dvol(X, Y, V,W)|p, (8.9)

then (8.7) simplifies to

µd(p)(πX̃, πỸ , πṼ , πW̃ ) = µloc(p)(πX̃, πỸ , πṼ , πW̃ )+ Rem3(X, Y, V,W)|p
+Rem4(X, Y, V,W)|p. (8.10)

Of greatest concern to us will be the local partµloc(p) of this expression. Note that
µloc(p)∧µloc(p) = 0 since dvolp ∧ dvolp = 0. However, we will see that limq→p

∫
Z
µloc

(p)∧µloc(q) 6= 0. In this integral it turns out that instantons of scale≈ dist(p, q) give the
main contribution to the integral. Thus the pullback ofµd(p) ∧ µd(p) to Z can be thought
of loosely as aδ-form concentrated on instantons of scale zero.
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To integrateµd(p)∧µd(q)we must still worry about the nonlocal remainder termsRemi
as well as the fact that the tangent spaceT[A]Z is not preciselyπAHA. We will see later that
asλ0 → 0, the contributions to the integral ofµd(p) ∧ µd(q) overZ = Zλ0 from both of
these corrections tend to zero. What we wish to compute now is

lim
q→p

∫
Zλ0

µloc(p) ∧ µloc(q), (8.11)

wherep andλ0 are fixed.
For givenp, q, as we integrateµloc(p) ∧ µloc(q) overZ, the center pointpA of [A] in Z

moves around, affecting the support of the vector fieldsX,Y,v,w in (8.9). Thus forµloc(p)∧
µloc(q)(πX̃1, . . . , πX̃8) to be nonzero,pA must lie inB(p,8n0λ

1/2) ∩ B(q,8n0λ
1/2). In

particular we can restrictpA to a small normal-coordinate ballU centered atp (which we
can take to be one of theUi in (Z1)) without affecting

∫
Z
µloc(p) ∧ µloc(q). Since we are

interested in the limit asq → p, we may also assumeq ∈ U .
Let 2L = dist(p, q); we will later sendL to zero. DefineZ1 ⊂ Z to be the set of

instantons inZ obeying the two criteria

L0.1 ≥ λ1/2 ≥ L, (8.12)

pA ∈ B(p, n0λ
1/2). (8.13)

Note that if [A] ∈ Z1 thenpA ∈ B(q, (n0 + 1)λ1/2), so that the cut-offβ in the definition
of the vector fieldsXi equals 1 at bothp andq. We will see later that the contribution to
(8.11) from the complement ofZ1 is negligible.

Let {xiold} denote normal coordinates onU. We change coordinates by settingxnew =
L−1xold and replace the metricgold on U by gnew = L−2gold. Because of the conformal
invariance of|F |2 dvol, µloc(p) ∧ µloc(q) is unaffected by this change. However, since
λ = λold represented a distance in the old coordinate system, we now have a rescaled upper
cut-off for λnew = L−1λold on Z, namelyλ0,new = λ0/L. Measuring all distances in the
new metric, the defining conditions forZ1 become

L−0.8 ≥ λnew ≥ L, (8.14)

pA ∈ B(p,NL−1/2λ
1/2
new). (8.15)

AsL → 0, several things happen. ForA ∈ Z, |FA| becomes approximately standard on any
fixed ballB(p,K); gnew approaches the flat metric

∑
(dxinew)

2; and (in the rescaled metric
and coordinates)Z1 becomes anSO(3)-bundle over monotonically increasing regions of
center-scale space that exhaust(0,∞) × (R4 − {0}) asL → 0. Because of (Z1), we can
identify Z1 with ever-increasing subsetsGL of G := (H∗ × H)/Z2. Lettingµ′

loc denote
the pullback ofµloc to H∗ × H, we therefore have

lim
L→0

∫
Z1

µloc(p) ∧ µloc(q) = 1

2
lim
L→0

∫
GL

µ′
loc(p) ∧ µ′

loc(q), (8.16)

provided this integral converges.
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Let ρ̄ be as in (Z1)–(Z5). Write elements ofG as pairs(a, b), and writeA(a,b) = ρ(a, b),
F(a,b) = FA(a,b) as in (Z3). If we defineµ′

loc = ρ̄∗µloc ∈ Ω4(G), then∫
GL

µ′
loc(p) ∧ µ′

loc(q) =
∫
GL

µ′
loc(p) ∧ µ′

loc(q)

(
∂

∂a1
, . . . ,

∂

∂b4

)
da1

∧ · · · ∧ da4 ∧ db1 ∧ · · · ∧ db4. (8.17)

To compute this we need to know̄ρ∗(a,b)(∂/∂ai), ρ̄∗(a,b)(∂/∂bi). At each(a, b) defineXi
andYi to be the vector fields onR4 induced by∂/∂ai and∂/∂bi , respectively. Temporarily
writing bi = ai+4 andYi = Xi+4, from (Z4) there is an 8× 8 matrixC = Id + O(ε2(λold))

for which we have

ρ̄∗(a,b)C
j
i

∂

∂aj
= −πA(a,b) ιXiF(a,b). (8.18)

Hence from (8.10), if not for the correction matrixC, we would have

µ′
loc(p)

(
∂

∂a1
, . . . ,

∂

∂a4

)
= µloc(p)(πA(a,b) X̃

A
1 , . . . , πA(a,b) X̃

A
4 )

= (8π2)−2|FA(p)|2 dvolp(X1, . . . , X4) (8.19)

with a similar formula if we replace any of the∂/∂ai ’s by a∂/∂bi .
Let us ignore, for now, (i) the O(ε2(λold)) = O(ε2(Lλnew)) difference between the

matrix C and the identity, and (ii) the O(|xold|2) = O(L2|xnew|2) difference between the
true metric on the rescaled ball and the flat metric; we will make the corrections later.
Since the Euclidean volume form is dvol = dx1 ∧ · · · ∧ dx4, we will write dvolp = d4xp,
dvolq = d4xq below. Hence

µ′
loc(p) ∧ µ′

loc(q)

(
∂

∂a1
, . . . ,

∂

∂b4

)
= (8π2)−2|FA(p)|2|FA(q)|2 d4xp ∧ d4xq(X1, . . . , Y4). (8.20)

So far we have treated d4xp ∧ d4xq as an 8-form whose arguments are vector fields,
but we may as well consider it as an 8-form on the eight-dimensional spaceTpM ⊕ TqN .
Using the canonical isomorphismsTpR4 ∼= TqR4 ∼= R4 and our further identification of
R4 with H, we can write eachXi , Yj in the form (v,w) ∈ H ⊕ H. In the coordinate
system{xinew}, the origin representsp, and we may assume thatq lies on the real axis
with coordinate 2∈ H. Let τ1 = 1 ∈ H and let{τi}4

2 be the quaternionsi, j , k. Then
Xi(x) = τia

−1(x − b) andYi(x) = τi . So the corresponding elements inTpR4 ⊕ TqR4 ∼=
H ⊕ H areX′

i = (−τia−1b, τia
−1(2 − b)) and Y ′

i = (τi, τi). Modulo the span of
the Y ′

i , we haveX′
i = (0,2τia−1) := X′′

i , so d4xp ∧ d4xq(X
′
1, . . . , X

′
4, Y

′
1, . . . , Y

′
4) =

d4xp∧d4xq(X
′′
1, . . . , X

′′
4, Y

′
1, . . . , Y

′
4). Since d4xp(X′′

i , ∗, ∗, ∗) = 0, it follows that d4xp∧
d4xq(X

′′
1, . . . , X

′′
4, Y

′
1, . . . , Y

′
4) = d4xp(Y

′
1, . . . , Y

′
4)d4xq(X

′′
1, . . . , X

′′
4). But

d4xp(Y
′
1, . . . , Y

′
4) = 1 and d4xq(X1, . . . , X4) = 24|a|−4. Hence

µ′
loc(p) ∧ µ′

loc(q)|(a,b)
(
∂

∂a1
, . . . ,

∂

∂b4

)
= (8π2)−2|F(a,b)(0)|2|F(a,b)(2)|224|a|−4, (8.21)
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whereF(a,b) is the curvature of the instanton obtained from the action of(a, b)on a reference
connection in our fiber. Therefore

µ′
loc(p) ∧ µ′

loc(q)|(a,b) = 24(8π2)−2|F(a,b)(0)|2|F(a,b)(2)|2|a|−4 d4a ∧ d4b. (8.22)

Becauseλ0 is small, there is a reference connection in our fiber that looks approximately
standard on a ball of any fixed large radius with the approximation getting better asλ0 → 0
(the rescaling byL only improves this approximation). Our next approximation is to ignore
the difference between the true reference connectionA0 and the standard instanton; we will
deal with the error later. The connections in the limitingZ1 are then the orbit of the standard
instantonA1 under the action ofG. Hence

|F(a,b)|2(x) = |8̃−1
(a,b)FA1|2(x) =

∣∣∣∣∣d(a
−1(x − b)) ∧ d(a−1(x − b))

(1 + |a−1(x − b)|2)2
∣∣∣∣∣
2

= 48|a|4
(|a|2 + |x − b|2)4 . (8.23)

Thus

Ip := lim
L→0

∫
GL

µ′
loc(p) ∧ µ′

loc(q)

= 36π−4
∫
HHH ∗×HHH

24|a|4 d4a ∧ d4b

(|a|2 + |b|2)4(|a|2 + |2 − b|2)4 , (8.24)

and provided the error terms we have so far ignored are truly ignorable,

lim
L→0

∫
Z

µloc(p) ∧ µloc(q) = 1

2
Ip (8.25)

(see (8.16)).

Lemma 8.1. Ip = 1.

Proof. First introduce spherical coordinates ina-space (with radial variable we callλ) and
cylindrical coordinates inb-space (with radial variabler). The integrals over the 3-sphere
in a-space and the 2-sphere in the imaginary subspace ofb-space are trivial, contributing
factors 2π2 and 4π , respectively. Thus

Ip = 36π−4

× · 8π3 · 24
∫ ∞

λ=0

∫ ∞

r=0

∫ ∞

z=−∞
λ7r2

(λ2 + r2 + z2)4(λ2 + r2 + (z− 2)2)4
dz dr dλ.

(8.26)

Introducing polar coordinates in theλ–r quarter-plane, the angular integration reduces to an
integral over two real variables. Using the Residue Theorem to integrate overz leaves us with
a one-dimensional integral that can be computed in closed form, yieldingIp = 1. �

In the local calculation we ignored errors from four sources: (i) the contribution from
the complement ofZ1; (ii) the difference between the flat metric and the true metric on the
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rescaled ball; (iii) the difference betweenρ̄∗v and−πAX̃v (i.e. the difference between the
matrixC and the identity); and (iv) the difference between|F |a,b and the standard instanton
of scale|a| and centerb.

Let us first deal with (i). Since the vector fieldsXi we feed intoµloc are cut-off at distances
≥ 2n0λ

1/2 frompA, the integrandµloc(p)∧µloc(q)(X1, . . . , X8) vanishes forpA outside
the ballB(p,2n0λ

1/2). For purposes of integration we therefore need only that portion of
Z lying over a ball of fixed small radius centered atp. Because of (6.11), the integrand
over such a region is bounded by a constant times the integrand we used in our previous
calculation, cut off in certain regions. Since the integrand in (8.24) is integrable over all of
H∗ ×H, given any exhaustionW1 ⊂ W2 ⊂ · · · of H ×H, the integral over the complement
of Wn goes to zero asn → ∞. As the setsGL provide such an exhaustion, the integral of
µloc(p) ∧ µloc(q) over the complement ofZ1 tends to zero.

Next we turn to the errors (ii)–(iv) listed above. In place of the setZ1 considered in
the derivation above, forK > 0 consider the setsZK,L defined by{L0.1 ≥ λ1/2 ≥ L,
pA ∈ B(p,Kλ)}. After rescaling byL as before these conditions become{λnew ≥ L,pA ∈
B(p,Kλnew)}. This time asL → 0, ZK,L exhaustsZK,0 := {pA ∈ B(p,Kλnew)} with
λnew unrestricted. But convergence of the integralIp implies that givenε3 > 0, we can
choosek large enough andL small enough that the integral of the integrand in (8.24) over
the complement ofZK,L is less thanε3. On the interior setZK,L, hypotheses (Z3) and (Z4)
imply that givenε4 > 0, by takingL sufficiently small we can arrange for the ratio of the
trueµ′

loc(p)∧µ′
loc(q) to be within a multiple(1+ ε4)

±1 of the integrand in (8.24) over all
of ZK,L. (Error (ii) gives an O(λold) ≤ O(L0.2) contribution toε4; error (iii) a contribution
ε2(λold) ≤ ε2(L

0.2) through the matrixC. As for error (iv), in the rescaled metric and
coordinates, (Z3) implies∣∣∣∣∣|Fa,b|gnew −

√
48|a|2

(|a|2 + |x − b|2)2
∣∣∣∣∣ ≤ ε1(λold)λ

−2
new, (8.27)

so that this error gives a contributionε1(λold) ≤ ε1(L
0.2) to ε4.) Hence we can arrange for

the integral of
∫
ZK,L

µ′
loc(p) ∧ µ′

loc(q) to overlie within 1
2ε3 of the integral overZK,L of

the integrand in (8.24). It follows that by choosingL small enough, the errors introduced
by our approximations can be made arbitrarily small.

We have now proven the following.

Proposition 8.2. For anyp ∈ N ,

lim
q→p

∫
Zλ0

µloc(p) ∧ µloc(q) = 1

2
. (8.28)

9. The nonlocal terms inµd(p) ∧ µd(q)µd(p) ∧ µd(q)µd(p) ∧ µd(q)

From (8.8)–(8.10),µd(p)∧µd(q) can be expanded asµloc(p)∧µloc(q) plus a remainder.
Our next task is to show that, asλ0 → 0, the contribution of this remainder to

∫
Z
µd(p) ∧
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µd(q) tends to zero. This will follow from the next proposition, whose proof occupies the
remainder of this paper.

Proposition 9.1. LetΩ be the restriction toZλ0 ofΩM := µd(p) ∧ µd(q) − µloc(p) ∧
µloc(q) ∈ Ω8(M). Assuming(Z1)–(Z5),there existsδ > 0 such that∫

Zλ0

Ω ≤ const. λδ0, (9.1)

where the constant is independent of p and q.

Observe that Propositions 8.2 and 9.1 together prove Theorem 1.2.
Proving Proposition 9.1 requires some bounds onRem2(X, Y ) for X, Y ∈ hA. Before

starting to derive these, we need some notational simplification. Below we will be computing
many things that are multilinear in data of the form(b, a, α) ∈ TpAN ⊕ R ⊕ Λ2+TpAN .
Given a single vector fieldX constructed from such data, we can denote the defining data
of (6.6) by(bX, aX, αX). This notation becomes cumbersome especially when computing
objects that involve more than a single vector field. However, because|X(b,a,α)| ≤ c(|b| +
(|a|+|α|)λ−1rA), thea andα data always enter our bounds with precisely the same weight,
so for shorthand we will generally lump thea andα terms together, and simply call thema.
Furthermore, for simplicity we will often omit the subscriptsX, Y, . . . in the defining data
(bX, aX, αX), (bY , aY , αY ), . . . ; the dependence onX, Y, . . . can be reconstructed from
the context. For example, if we write

|something bilinear inX, Y ∈ hA| ≤ c1b
2 + c2ba+ c3a

2, (9.2)

then on the RHS the notation has the following meaning:

b2 = |bX||bY |, ba = (|bX|(|aY | + |αY |)+ |bY |(|aX| + |αX|)),
a2 = (|aX| + |αX|)(|aY | + |αY |). (9.3)

If the bilinear quantity is anti-symmetric inX, Y (as in Proposition 9.2), then the estimate
factors through the wedge product, in which case we can take

b2 = |bX ∧ bY |, ba = (|bX|(|aY | + |αY |)+ |bY |(|aX| + |αX|)),
a2 = (|aX||αY | + |αX||aY | + |αX ∧ αY |). (9.4)

Finally, the notationx . y meansx ≤ cy for a constantc that is uniform in all relevant
parameters.

With this notation in mind, we have the following proposition.

Proposition 9.2. (a)There existsδ > 0 such that

‖Rem2(X, Y )‖∞ . λ−1+δ(b2 + ba · λ−1/2 + a2 · λ−1/2). (9.5)

Furthermore, there existsc1 > 0 such that, forrA ≥ c1λ
1/2, we have the pointwise decay

|Rem2(X, Y )| . r−1
A (b2 + ba · λ−1/2 + a2 · λ−1/2). (9.6)
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(b) Letv,Xv, ξv, ξ ′
v be as in hypothesis(Z5). If we alter the definition of Rem2(Xv,Xw)

by replacingξv with ξ ′
v, then the bounds above still apply.

We will prove Proposition 9.2 (actually a slightly stronger version) in Section 10. Let us
assume it for now and move onto its application, the proof of Proposition 9.1. The decay
estimate (9.6) is crucial in this proof; the global bound (9.5) does not suffice.

Proof of Proposition 9.1. By hypothesis (Z1),
∫
Z
Ω ≤ ∑

iρ
∗
i Ω. SinceΩ ∈ Ω8(Z) we

can writeΩ = f dvolL
2

Z , where the functionf can be computed at [A] ∈ Z from any
(positively) orientedL2-orthonormal basisη1, . . . , η8 of T[A]Z by

f ([A]) = Ω(η1, . . . , η8). (9.7)

Similarly, we definef ′([A]) = ΩM(η′
1, . . . , η

′
8), where the{η′

i} are an orthonormal basis

for πAHA, and setΩ ′ = f ′ dvolL
2

Z ∈ Ω8(Z).
We will first show that

∫
Z
Ω ′ ≤ cλδ0 (whereδ is as in Proposition 9.2), and then deduce

that the same is true for
∫
Z
Ω.

We proceed to estimateΩ ′. By Proposition 6.4, an approximately orthonormal basis ofπA

HA, up to a scale factor(8π2)1/2, is given by{η′
n = πAX̃(bn,an,αn) := πX̃n}8

1 as(bn, an, αn)
run over an orthonormal basis ofTpAN ⊕ R ⊕ Λ2+(TpAN). Applying Gram–Schmidt to

{πX̃n}, it follows thatf ′ ≤ const.×Ω(πX̃1, . . . , πX̃8)dvolL
2

Z . Hence from (7.3),

ρ∗
i (Ω

′) ≤ cΩ(πX̃1, . . . , πX̃8)λ
3 dλ ∧ dvolS3 ∧ dvolN. (9.8)

Symbolically we can writeΩ ′ = ∑3
i=0Ω

′
i as a sum of terms of the formF i ∧ Rem4−i

2 ,
0 ≤ i ≤ 3. We estimate the integrals ofΩ ′

i one case at a time. Only the completely nonlocal
termΩ ′

0 requires the pointwise decay estimate (9.6); for the remaining terms the uniform
bound (9.5) suffices. Bounding

∫
Ω ′

3 requires some care but we shall see that the integrals
of Ω ′

1 andΩ ′
2 can be estimated heavy-handedly.

Case 1: Terms of the form Rem4
2. LetZ2 ⊂ Z denote the subset of connections for which

both dist(p, pA) and dist(q, pA) are≥ c1λ
1/2, wherec1 is as in Proposition 9.2, and let

Z1 = Z−Z2. The setsZ1,Z2 are the inverse images of setsW1,W2 ⊂ (0, λ0)×N under
the map sending a connection to its scale and center. If for eachλ ∈ (0, λ0) we define
W1,λ := {y ∈ N |(λ, y) ∈ W1}, thenW1,λ is contained in the union of a ball of radius
. λ1/2 centered atp and a similar ball centered atq, so Vol(W1,λ) . λ2.

For the orthonormal set{(bn, an, αn)} we may choose four elements of the type(b,0,0)
and four of the type(0, ∗, ∗), all normalized to unit length. Then from (9.6) onZ1, we have

|Rem4
2(X1, . . . , Xn)| . λ−4+4δ · {coefficient ofb4a4 in (b2 + baλ−1/2 + a2λ−1/2)4}

. λ−6+4δ. (9.9)

Hence from (9.8),∫
ρ−1
i (Z1)

ρ∗
i Ω

′
0 .

∫
W1

λ−6+4δλ3 dλdvolN.
∫ λ0

0
(λ−3+4δ vol(W1,λ))dλ . λ4δ

0 ; (9.10)

the integral over the gluing-parameter spaceS3 gives a constant factor.
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Similarly onZ2, |Rem4
2(X̃1, . . . , X̃n)| . λ−2rA(p)

−2rA(q)
−2; the two distancesrA(p),

rA(q) enter this way because in theRem4
2 term inµ(p) ∧ µ(q), two of theRem2’s are

evaluated atp and two atq (see (8.10)). SincerA(p)−2rA(q)
−2 ≤ rA(p)

−4 + rA(q)
−4 and

onW2 bothrA(p) andrA(q) are≥ cλ1/2, we have

∫
ρ−1
i (Z2)

ρ∗
i Ω

′
0 .

∫ λ0

0
λ3 dλ

(∫ diam(N)

cλ1/2
λ−2r−4r3 dr

)
.
∫ λ0

0
λ|logλ| dλ . λ1.99

0 .

(9.11)

Combining this with the integral overZ1 and summing overi,

∫
Z

Ω ′
0 . λ4δ

0 . (9.12)

Case 2: Terms of the formF ∧ Rem3
2. In this and the remaining cases,F(Xi,Xj ) is

computed either atp or at q, and since theXi are cut-off outside a ball of radius∼ λ1/2

centered atpA, for i ≥ 1 terms of the formF i ∧ Rem4−i
2 (X1, . . . , X8)|p,q vanish unless

(λ, pA) lies in the setZ1 defined in Case 1. All pointspA in the remaining computations
can thus be assumed to lie in one of our setsUj , and

∫
ρ−1
j (Z)

ρ∗Ω ′
i = ∫

Z
Ω ′
i .

Note that all vector fieldsX, Y ∈ hA satisfy|X|, |Y | ≤ β(b + aλ−2rA) ≤ b + aλ−1/2,
and hence|F(X, Y )| ≤ |F |(b + aλ−1/2)2. Using the uniform bound (9.5) to estimate the
threeRem2 terms, we obtain the pointwise bound

|F ∧ Rem3
2(X1, . . . , X8)| . |F | · {coefficient ofb4a4 in

(b + aλ−1/2)2λ−3+3δ(b2 + baλ−1/2 + a2λ−1/2)3} . |F |λ−5+3δ, (9.13)

whereF is evaluated at eitherp or q. Because of the cut-off inXi we may assume thatpA
is a distance. cλ1/2 from whichever of these points at which we evaluate. Hence using
(6.11),

∫
Z

Ω ′
1 .

∫ λ0

0
λ3 dλ

(∫ cλ1/2

0

λ−5+3δλ2

(λ2 + r2)2
r3 dr

)
.
∫ λ0

0
λ3δ|logλ| dλ . λ1+2δ

0 . (9.14)

Case 3: Terms of the formF 2 ∧ Rem2
2. Here there are two subcases, depending on where

the points at whichF andRem2 are evaluated; we can have terms of typeF(p)F (p)Rem2(q)

Rem2(q) or of typeF(p)F (q)Rem2(p)Rem2(q). In each subcase we bound theRem2 terms
using (9.5). At whichever pointF(Xi,Xj ) is evaluated, we can again assumerA . λ1/2,
so that|Xi | . b + aλ−1/2. Lettingp′, p′′ denote either ofp, q, we then have

|F 2 ∧ Rem2
2(X1, . . . , X8)| . |F |(p′)|F |(p′′) · {coefficient ofb4a4 in

(b + aλ−1/2)4λ−2+2δ(b2 + baλ−1/2 + a2λ−1/2)2}
. (|F |2(p′)+ |F |2(p′′))λ−4+2δ. (9.15)
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Hence the integral of the different types ofF 2Rem2
2 terms can all be bounded by the integral

of |F |2(p)λ−4+2δ:

∫
Z

Ω ′
2 .

∫ λ0

0
λ3 dλ

(∫ cλ1/2

0

λ−4+2δλ4

(λ2 + r2)4
r3 dr

)∫ λ0

0
λ−1+2δ|logλ| dλ . λδ0. (9.16)

Case 4: Terms of the formF 3 ∧ Rem2. In the previous two cases we were rather wasteful
in bounding|Xi | pointwise; this time we must be more economical.

Sincep and q enter the problem symmetrically it suffices to deal with terms of the
form F(p)F (p)F (q)Rem2(q). Temporarily writerp = rA(p), rq = rA(q), Fp = |F |(p),
Fq = |F |(q). Note that for our term to be nonzero, bothrp andrq must be≤ cλ1/2. Using
this fact several times we find

|F 3 ∧ Rem2(X1, . . . , X8)| . F 2
pFq · λ−1+δ · {coefficient ofb4a4in (b + aλ−1rp)

4

(b + aλ−1rq)
2(b2 + baλ−1/2 + a2λ−1/2)} . λ−4+δ(F 2

pFqr
2
p + F 2

pFqr
2
q )

. λ−4+δ(F 4
pr

4
p + F 2

q + λ2F 3
p + λ−4F 3

q r
6
q ). (9.17)

We can now replacep by q and integrate over the region{(λ, pA) | 0 < λ ≤ λ0,0 ≤
rA(p) ≤ cλ1/2} as in Cases 2 and 3. For each of the four termsλi |F |j rk in parentheses in

(9.17), one finds
∫ cλ1/2

0 λi(λ2/(λ2 + r2)2)j rkr3 dr ≤ const., so

∫
Z

Ω ′
3 .

∫ λ0

0
λ3λ−4+δ dλ . λδ0. (9.18)

Combining the four cases, this proves that
∫
Z
Ω ′ ≤ cλδ0 (assuming Proposition 9.2).

Now defineRemtrue
2 (X, Y ) to be the right-hand side of (8.6), but withξX, ξY replaced by

the objectsξ ′
X, ξ ′

Y of (Z5). The formΩ is obtained fromΩ ′ by replacing each occurrence
of Rem2 with Remtrue

2 . HenceΩ − Ω ′ can be expressed as a sum of terms of the form
F i(Remtrue

2 −Rem2)
jRemk2 for appropriatei, j, k. By part (b) of Proposition 9.2, the bounds

on |(Remtrue
2 (X, Y )−Rem2(X, Y )| are of precisely the same form as in part (a), so the same

argument as above shows that
∫
Z
(Ω −Ω ′) ≤ cλδ0, establishing (9.1). �

10. The proof of Proposition 9.2

The proof of Proposition 9.2 is long, so we outline the strategy. To obtain (9.5), we need a
pointwise bound onGA0 (Rem′

2(X, Y )) (see (8.6)). If there were a four-dimensional Sobolev
embeddingL2

2 ↪→ C0, then modulo extra terms arising from Weitzenböck identities that
occur when comparing objects of the form‖∇A∇Aφ‖2 to objects of the form1Aφ, we
could get aC0 bound onRem2(X, Y ) from anL2 bound onRem′

2(X, Y ). (This, in turn,
would require someLp and/or pointwise bounds onξ .)

Of course there is no embeddingL2
2 ↪→ C0, but since the failure is borderline,any

stronger Sobolev-type norm should give an embedding intoC0. The most efficient Sobolev
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inequality for our purpose is the following one. This inequality is not surprising, but may
not be widely known, so we prove it in the appendix (Corollary A.2).

Lemma 10.1 (Sobolev embedding lemma).Let E be a vector bundle over a compact
four-dimensional manifold N. Forp ∈ N , let rp denote the distance to p. Then for any
δ > 0, there exists a constantc(δ) such that for all connections∇ on E, allφ ∈ Γ (E), and
all p ∈ N ,

|φ(p)| ≤ c(δ)(‖φ‖2 + ‖r−δp ∇∇φ‖2). (10.1)

Hence

‖φ‖∞ ≤ c(δ)sup
p∈N

(‖φ‖2 + ‖r−δp ∇∇φ‖2). (10.2)

We will use this lemma to get pointwise bounds onφ = GA0 (Rem′
2(X, Y )). Hence we

will need to estimate‖GA0ω‖2 and‖r−δp ∇A∇AGA0ω‖2 for ω = Rem′
2(X, Y ). For general

ω, Proposition 10.2 estimates these in terms of weightedL2 norms ofω, providing bounds
whose only dependence on the connection is explicitly through the center point and scale.
(This type of uniformity in the connection is the hard part of all our elliptic estimates.
Uniformity is important since to estimate an integral over a family of connections, we
cannot use any bounds that depend on the connection in an uncontrolled way.) Proposition
10.2 also provides similar estimates of objectsξ of the form appearing in (6.14), which we
need for reasons discussed below.

The pointwise estimates ofGA0ω in terms of weightedL2 norms of generalω will be
summarized (and generalized) as part of Proposition 10.2, specifically the first half of
(10.16). To apply these general estimates toω = Rem′

2(X, Y ) we still need to bound the
weightedL2 norms ofRem′

2(X, Y ). To understand what this entails, writeRem′
2(X, Y ) =

Rem′
2,loc + Rem′

2,semiloc+ Rem′
2,nonloc, where

Rem′
2,loc = R′′(X, Y ), Rem′

2,semiloc= {X̃, ξY } − {Ỹ , ξX},
Rem′

2,nonloc = {ξX, ξY } (10.3)

(see (8.4)). Because of the cut-offs inX andY, the expressionsRem′
2,loc andRem′

2,semiloc
are supported inB(pA,2ε), butRem′

2,nonloc is not. Thus among the estimates we need are

weightedL2 bounds onR′′(X, Y ). By Lemma 10.4 below, pointwise we find

|R′′(X, Y )| ≤ c|X̂||Ŷ |(β + ε−2χ)(|F | + rA|∇AF |) (10.4)

(recall thatX̂ is the object that the cut-offβ multiplies in the definition ofX). Hereχ is
the characteristic function of the annulusε ≤ rA ≤ 2ε. Thus to apply the estimate (10.16)
of Proposition 10.2 to obtain bounds onGA0 (Rem′

2(X, Y )), we need to estimate certain
expressions of the form‖βr−δp rmAF‖2, and similar expressions withF replaced by∇AF

and/or withβ replaced byχ . This will be accomplished in Lemma 10.5, where we will list
all the purely local estimates we need.
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WeightedL2-norm bounds onRem′
2,semilocandRem′

2,nonloccan be obtained from weighted

L4-norm bounds oñX andξ . The first of these is another purely local estimate. The second
will be achieved in Proposition 10.8, where we will use the basic elliptic tools in Proposition
10.2 to turn the problem into a local estimate again.

Till now we have made no mention of the role the pointp plays in affecting the weighted
norms. If we compute these weighted norms as above and take the supremum overp ∈ N as
in (10.2), we obtain only the sup-norm bound (9.5) forRem2(X, Y ). To prove Proposition
9.1 we additionally need the pointwise decay bound (9.6). Since the local quantities we
bound are supported near the center pointpA of A, decay is only an issue for the nonlocal
quantities, but these are built out of Green operators applied to quantities supported near
pA. Thus one expects that as the distance betweenp andpA increases, the bounds on our
nonlocal quantities should decrease. This turns out to be true (at least for dist(p, pA) ≥
const.×λ1/2); we simply have to work harder, establishing some general pointwise bounds
in Proposition 10.3. Our basic estimates in Proposition 10.2 are most useful forp close
to pA; to get the bounds that lead to (9.6), in whichp is farther frompA, we will apply
Proposition 10.3.

To establish (9.6) we again break upRem′
2(X, Y ) into its local, semi-local, and nonlocal

pieces as in (10.3). In the cases ofRem′
2,loc andRem′

2,semiloc, Proposition 10.3 again reduces
our work to weightedLp bounds of purely local quantities. ForRem′

2,nonloc, however,

Proposition 10.3 leaves us with bounding an expression of the form‖r1+δ′
A {ξX, ξY }‖2, and

the obvious approach — Hölder’s inequality and the weightedL4 bounds already obtained
— does not give us a strong enough bound for an adequate decay rate in (9.6). We will
circumvent this by obtaining a pointwise decay estimate forξ , which in turn gives us a
satisfactory decay rate forRem2. (In fact, with the pointwise estimate onξ in hand, it turns
out that the contribution ofRem′

2,nonloc to Rem2 is much smaller than the bounds we obtain
from the other two terms.)

With this discussion behind us, our procedure is clear. First we will fill our elliptic toolbox
by proving Propositions 10.2 and 10.3. To apply these we need to compute weightedLp

norms of various quantities appearing inRem′
2, which is our next step. The final step is

then a matter of bookkeeping, applying the general elliptic tools to boundGA0 of Rem′
2,loc,

Rem′
2,semiloc, andRem′

2,nonloc.
To avoid writing similar hypotheses over and over, and for notational simplicity, for the

rest of this section we impose the following.
Blanket hypotheses and notation. A always denotes a connection with [A] ∈ Mκ,ν

k+1,λ0

(see Definition 6.1). Every Proposition, Lemma, etc., has an implicit hypothesis “forλ0

sufficiently small and for all [A] ∈M′
k+1,λ0

∩Mκ,ν”. Constantsc are uniform inA and in
all other relevant parameters not explicitly shown (though some would depend onκ andν,
if these were not fixed); e.g.c(δ) depends only onδ. Constants are continually updated, and
when a hitherto unnamedc appears, there is an implicit “for some constantc”. The notation
“x . y” meansx ≤ cy. F always denotes the curvature of the connectionA, and∇ = ∇A

denotes the full covariant derivative onΓ (AdP ⊗Λ∗T ∗N) (the tensor product connection
determined byA and the Levi-Civita connection). Given any vector fieldX on N, we write
X̃ = ιXF (thus there is anA-dependence we suppress). We writepA for the center point of
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A andλ for λ(A). For anyp ∈ N , we letrp denote the distance top, and writerA for rpA .
When a pointp appears in a hypothesis, the letterd always meansrA(p) = dist(p, pA).
The scaleε = const. λ1/2 and cut-offβ = βstd(rA/ε) are always as in (6.8), andχ denotes
the characteristic function of the annulus{ε ≤ rA ≤ 2ε} containing the support of dβ. We
also define the operatorsD = DA : Ω1(AdP) → Ω0(AdP)⊕Ω2+(AdP) by

DAη = ((dA)∗η,
√

2dA+η); (10.5)

thus ker(DA) = H 1
A, the harmonic space in the middle of the elliptic complex

0 → Ω0(AdP)
dA→Ω1(AdP)

√
2dA+→ Ω2

+(AdP) → 0. (10.6)

Define∆A0 ,∆A1 ,∆A+ to be the Laplacians on 0-forms, 1-forms, and SD 2-forms, respectively,
constructed from this complex, and letGA0 ,GA+ be the inverses of∆A0 ,∆A+. Also define∆A⊕,
GA⊕ onΩ0(AdP)⊕Ω2+(AdP) by∆A⊕ = ∆A0 ⊕∆A+,GA⊕ = GA0 ⊕GA+. Note that

(DA)∗(φ0, φ+) = dAφ0 +
√

2(dA+)
∗φ+, (10.7)

so that the quantityξX = ξAX of (6.14) can be written as

ξX = (DA)∗GA⊕D
AX̃. (10.8)

Finally, observe that

DA(DA)∗ = ∆A⊕, (DA)∗DA = ∆A1 . (10.9)

Now we can finally begin proving Proposition 9.2. In the following proposition, what
drives the estimates are two facts: (i)∆A⊕ is uniformly bounded below, and (ii) in the
Weitzenböck identity for∆A⊕, only Riemannian curvature terms appear;F does not enter.

Proposition 10.2. For δ0 > 0 sufficiently small and anyδ, δ′, δ′′ (possibly zero) of absolute
value less thanδ0, such that for anyp ∈ N and anyω ∈ Ω0(AdP)⊕Ω2+(AdP):

‖GA⊕ω‖2 . ‖r1+δ′
p ω‖2, (10.10)

‖r−δp ∇A∇AGA⊕ω‖2 . ‖r−δp ω‖2 + λδ
′−1‖r1−δ−δ′

A ω‖2. (10.11)

Furthermore ifξ = (DA)∗GA⊕ω ∈ Ω1(AdP) (cf. (10.8)),then

‖ξ‖2 . ‖r1+δ
A ω‖2, (10.12)

‖r1−δ
A ξ‖4 + ‖r1−δ

A ∇Aξ‖2 . ‖r1−δ
A ω‖2, (10.13)

‖r−1−δ
p ξ‖2 + ‖r−δp ξ‖4 + ‖r−δp ∇Aξ‖2 . ‖r−δp ω‖2 + λδ

′−1‖r1−δ−δ′
A ω‖2, (10.14)

‖r−δp ∇Aξ‖4 + ‖r−δp ∇A∇Aξ‖2

. ‖r−δp (DA)∗ω‖2 + λδ
′−1‖r−δ−δ′A ω‖2 + λδ

′−2‖r1−δ−δ′
A ω‖2. (10.15)
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As a corollary of Lemma10.1, (10.12)–(10.15),if δ0 > 0 is sufficiently small and
0< δ < δ0, then

|GA⊕ω|(p) ≤ c(δ) · {RHS of(10.11)} and |ξ(p)| . c(δ) · {RHS of(10.15)}.
(10.16)

We remark that in (10.11), (10.14) and (10.15) it is important thatrA appears where it
does rather thanrp, or we would not get strong enough estimates in our applications. The
fact that bothrA andrp appear together in Proposition 10.2 complicates its proof.

Proof. A slightly less general set of bounds was derived in [6, Lemma 3.3] for∆A+, the
Laplacian on SD 2-forms only, but for the reasons mentioned prior to stating the proposition,
essentially the same proof works here. The only differences are that (i) in [6] the decay (6.11)
was true on all ofN, not merely inB(pA,2ε), and (ii) Ref. [6] dealt only with the case
p = pA. Since the cited proof is rather long, we will not repeat the parts that require only
minor modifications, and will jump to the points of departure.

To establish (10.10), the proof in [6, Lemma 3.3a] works verbatim to show that

‖r−δ−1
p GA⊕ω‖2 + ‖r−δp GA⊕ω‖4 + ‖r−δp ∇GA⊕ω‖2 . ‖r−δ+1

p ω‖2. (10.17)

Note thatδ need not be positive here. Since|GA⊕ω| . |rδ−1
p GA⊕ω|, (10.10) follows.

Moving to (10.11), letη ∈ Ω∗(AdP) be a form of arbitrary degree. The procedure in
[6] for proving its Lemma 3.3b,c — squaring, integrating by parts, commuting a covariant
derivative past a trace Laplacian(∇A)∗∇A = ∇∗∇, and juggling terms — leads to

‖r−δp ∇η‖4 + ‖r−δp ∇∇η‖2 ≤ c(‖r−δp ∇∗∇η‖2 + ‖r−δp η‖2

+‖r−δp ∇η‖2 + ‖rδ+δ′A r−δp FA‖4‖r−δ−δ′A ∇η‖2); (10.18)

here the smallness of|δ| has also been used to ensure that the term|δ|‖r−δ−1
p ∇η‖2 that

initially comes up on the right-hand side is. |δ|‖r−δp ∇∇η‖2; see [6, Lemma 3.2]. (In

[6], there was no need to insertr±(δ+δ
′)

A .) First consider the caseη = GA⊕ω, whereω ∈
Ω0(AdP)⊕Ω2+(AdP). The Weitzenböck formula gives1Aη = ω+R(GA⊕ω), whereR
is an endomorphism proportional to the Riemann tensor. Moreover, we will see in Lemma
10.5(b) that forδ, δ′ sufficiently small,‖rδ+δ′A r−δp FA‖4 . λδ

′−1. Inserting these facts into
(10.18), one can continue the argument as in [6] and arrive at an extended version of (10.11):

‖r−δ−1
p ∇GA⊕ω‖2 + ‖r−δp ∇GA⊕ω‖4 + ‖r−δp ∇∇GA⊕ω‖2

. ‖r−δp ω‖2 + λδ
′−1‖r1−δ−δ′

A ω‖2. (10.19)

As for (10.12), since|D∗η| ≤ c|∇η|, the desired estimate follows from (10.17).
By similar manipulations, one can also establish that

‖r−δ+1
A ∇GA⊕ω‖4 + ‖r−δ+1

A ∇∇GA⊕ω‖2 . ‖r1−δ
A ω‖2. (10.20)
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SinceD is ∇A followed by a covariantly constant projection, the same bounds hold with
∇GA⊕ω replaced byD∗GA⊕ω = ξ yielding (10.13). For the same reason, (10.14) follows
from (10.19).

Finally, to establish (10.15), return to (10.18) and use the Weitzenböck formula for
1-forms,

∇∗∇ξ = 1A1 ξ + F(ξ)+R(ξ). (10.21)

HereF is an endomorphism proportional toF. Since1A1 ξ = D∗D(D∗GA⊕ω) = D∗ω (see
(10.9)), we have

‖r−δ∇∗∇ξ‖2 ≤ c(‖r−δD∗ω|2 + ‖r−δξ‖2 + ‖rδ+δ′A r−δF‖4‖r−δ−δ′A ξ‖4). (10.22)

Hence

‖r−δ∇ξ‖4 + ‖r−δ∇∇ξ‖2 ≤ c(‖r−δ(DA)∗ω‖2 + ‖r−δξ‖2 + ‖r−δ∇ξ‖2

+‖rδ+δ′A r−δFA‖4(‖r−δ−δ′A ξ‖4 + ‖r−δ−δ′A ∇ξ‖2)). (10.23)

Once again‖rδ+δ′A r−δF‖4 . λδ
′−1, and (10.19) (with∇GA⊕ω replaced byξ ) implies

(‖r−δ−δ′A ξ‖4 + ‖r−δ−δ′A ∇ξ‖2) ≤ c(‖r−δ−δ′A ω‖2 + λ−1+δ′′ ‖r−δ−δ′−δ′′A ω‖2). (10.24)

Using (10.19) and (10.20) to bound the other terms in (10.23), the bound (10.15)
follows. �

Proposition 10.2 gives the same bounds for allp ∈ N ; to obtain (9.6), we need estimates
that show decay asd = rA(p) grows. The following proposition provides these estimates.
We separate the estimates into cases (a) and (b) below because for many purposes the only
ω’s for which we need to estimate the quantities in Proposition 10.2 are compactly supported
in a 2ε-ball aroundpA, and we get sharper estimates in this case. Part (a) will thus be used
to bound the termsGA0R

′′(X, Y ) andGA0 {X̃, ξY } in Rem2(X, Y ); part (b) will be used to
boundGA0 {ξX, ξY }.

Proposition 10.3. Notation as in Proposition10.2. There existsδ0 > 0 such that the
following are true.

(a)Suppose that for someε0 (not necessarily related toε = cλ1/2, and allowed to depend
onω), (i) supp(ω) ⊂ B(pA, ε0), (ii) d = rA(p) = dist(p, pA) ≥ 2ε0, and(iii) |FA| ≤ B

on the complement ofsupp(ω). Let β̃ be a cut-off function of the formβstd(4rp/d) (so that
supp(β̃) ⊂ B(p, d/2)). Then for anyδ′ with |δ′| ≤ δ0, and anyδ ∈ (0, δ0),

|GA⊕ω|(p) ≤ c(δ)d−1−δ−δ′(1 + B1/2)‖r1+δ′
A ω‖2, (10.25)

|ξ |(p) ≤ c(δ)d−δ−δ′(d−2 + B)‖r1+δ′
A ω‖2. (10.26)

Thus ifsupp(ω) ⊂ B(pA,2ε) andd ≥ 4ε = cλ1/2, then using(6.10),

|GA⊕ω|(p) ≤ c(δ)d−1−δ−δ′ ‖r1+δ′
A ω‖2, (10.27)

|ξ |(p) ≤ c(δ)d−2−δ−δ′ ‖r1+δ′
A ω‖2. (10.28)
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(b) Suppose only that|FA| ≤ B on B(p, d/2), whered = dist(p, pA) > 0; suppose
nothing about the support ofω. Let β̃ be as in(a).Then for allδ′ with |δ′| ≤ δ0, we have

|GA⊕ω|(p) ≤ c(δ)(1 + B1/2)(d−1−δ−δ′ ‖r1+δ′
A ω‖2 + ‖r−δp β̃ω‖2). (10.29)

Thus ifd ≥ cλ1/2, then

|GA⊕ω|(p) ≤ c(δ)(d−1−δ−δ′ ‖r1+δ′
A ω‖2 + ‖r−δp β̃ω‖2). (10.30)

Proof. (a) We will apply the Sobolev inequality (10.1), but first we must bound
‖r−δp ∇∇(β̃GA⊕ω)‖2, ‖β̃GA⊕ω‖2, and similar expressions withGA⊕ω replaced byξ .

(i) First we will show that

‖r−δp ∇∇(β̃GA⊕ω)‖2 . d−1−δ−δ′(1 + B1/2)‖r1+δ′
A ω‖2. (10.31)

Let η ∈ Ω0(AdP) ⊕ Ω2+(AdP). Proceed as in the proof of (10.11) — squaring, inte-
grating by parts, etc. — but this time leave the term proportional toF (which arises from
commuting∇A past a trace-Laplacian) in integrated form. One arrives at

‖r−δp ∇∇η‖2
2 . ‖r−δp 1η‖2

2 + ‖r−δp η‖2
2 + ‖r−δp ∇η‖2

2

∫
r−2δ
p |F ||∇η|2, (10.32)

where1 = (∇A)∗∇A. Now replaceη by β̃η. In the integral we have|F | ≤ B, so

‖r−δp ∇∇(β̃η)‖2
2 ≤ c(‖r−δp 1(β̃η)‖2

2 + ‖r−δp β̃η‖2
2 + (1 + B)‖r−δp ∇(β̃η)‖2

2). (10.33)

An integration by parts plus various steps already seen in the proof of Lemma 10.2 gives

‖r−δp ∇(β̃η)‖2
2 . ‖r−δp 1(β̃η)‖2‖r−δp β̃η‖2 ≤ c(k‖r−δp 1(β̃η)‖2

2 + k−1‖r−δp β̃η‖2
2)

(10.34)

for arbitraryk. Inserting this into (10.33) withk . (1 + B)−1, we find

‖r−δp ∇∇(β̃η)‖2
2 . ‖r−δp 1(β̃η)‖2

2 + (1 + B)‖r−δp β̃η‖2
2. (10.35)

Using the Weitzenböck formula as in the proof of Proposition 10.2, we can replace∆ by
∆A⊕, absorbing the zeroth-order term into(1 + B)‖r−δp β̃η‖2

2. Additionally, by (10.17) we

have‖r−δp β̃η‖2 . ‖r−δp ∆A⊕(β̃η)‖2. Hence

‖r−δp ∇∇(β̃η)‖2 . (1 + B1/2)‖r−δp ∆A⊕(β̃η)‖2. (10.36)

Next, note that for any functionf,

|∆A⊕(f η)− f∆A⊕η| . |∇∇f ||η| + |∇f ||∇η|. (10.37)

Apply this with f = β̃ andη = GA⊕ω, noting that by the hypothesis on the support ofω

we haveβ̃∆A⊕η = β̃η ≡ 0. Since|∇j β̃| ≤ cd−j , and since on the support of∇β̃ we have
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both 1
2d ≤ r ≤ d and 1

2d ≤ rA ≤ 3
2d, we obtain

|r−δp ∆A⊕(β̃η)| ≤ cr−δp χ̃(d
−2|η| + d−1|∇η|) ≤ cd−1−δ−δ′ χ̃(r−1+δ′

A |η| + rδ
′
A |∇η|),

(10.38)

whereχ̃ denotes the characteristic function of the annulus1
4d ≤ r ≤ 1

2d. Inserting this into
(10.36), we have

‖r−δp ∇∇(β̃η)‖2 ≤ (1 + B1/2)cd−1−δ−δ′(‖χ̃r−1+δ′
A η‖2 + ‖χ̃rδ′A∇η‖2)

≤ (1 + B1/2)cd−1−δ−δ′(‖r−1+δ′
A η‖2 + ‖rδ′A∇η‖2). (10.39)

Now apply (10.17) to obtain

‖r−δp ∇∇(β̃η)‖2 ≤ (1 + B1/2)cd−1−δ−δ′ ‖r1+δ′
A ω‖2, (10.40)

which leads to (10.31).
Moving on to‖β̃GA⊕ω‖2, and repeating some of the steps in the proof of (a) withδ = 0,

we have

‖β̃GA⊕ω‖2 . ‖∆A⊕(β̃GA⊕ω)‖2

. d−1−δ′(‖χ̃r−1+δ′
A GA⊕ω‖2 + ‖χ̃rδ′A∇GA⊕ω‖2) . d−1−δ′ ‖r1+δ′

A ω‖2. (10.41)

This is smaller than the bound (10.31), so (10.1) gives (10.25).
The bound (10.26) is derived by methods similar to preceding ones and those used in

Proposition 10.2. We leave the details to the reader.
(b) Proceed as in (a); the only change is that now we no longer haveβ̃ω ≡ 0. The first

effect of this change occurs in (10.38), where we have to add|r−αβ̃ω| to the RHS. The
effect of this term is to add(1+B1/2)‖r−αβ̃ω‖2 to the RHS of (10.39) and (10.40), hence
to (10.31). There is a similar change in the bound on‖β̃GA⊕ω‖2, but its effect is smaller
than the preceding one. �

To apply Propositions 10.2 and 10.3 to estimateRem2, we need to estimate expresssions
of the form‖rmp ω‖2 for variousm, whereω = Rem′

2,loc, Rem′
2,semiloc, or Rem′

2,nonloc (see
(10.3)). First we deal with the purely local objectRem′

2,loc(X, Y ) = R′′(X, Y ). To start,
we need a pointwise estimate given by the next lemma. The conclusion of the lemma is
deceptively simple; the way in which the derivatives ofX andY are coupled to each other
and to∇F in the definition ofRem′′

2 is crucial.

Lemma 10.4. For X, Y ∈ hA,

|R′′(X, Y )| . |X̂||Ŷ |(β + ε−2χ)(|F | + rA|∇F |). (10.42)

(HereX̂, Ŷ are the un-cut-off versions of X, Y; see(6.8).)

We remark that for general vector fields, this lemma would be false.
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Proof. Letφ = R′′(X, Y ). From (8.4) we haveR′′(X, Y ) = β2R′′(X̂, Ŷ )+terms involving
the derivative ofβ. The latter are easily dealt with, giving the terms proportional toχ in
(10.42). ForR′′(X̂, Ŷ ), the first three terms in (8.4) have norm bounded by|F |(|X̂||Ŷ | +
|1X̂||Ŷ | + |X̂||1Ŷ |), and an easy computation shows that forX ∈ hA, |1X̂| . |X̂|.
Furthermore, becauseF is an ASD (and hence Yang–Mills as well) and the “rotational”
parts ofX̂, Ŷ are SD, the remaining three terms inR′′(X̂, Ŷ ) would vanish if the metric
on N were Euclidean. When we do the bookkeeping necessary for the O(r2

A) difference
between the metric coefficientsgij and δij , we obtain contributions bounded by|X̂||Ŷ |
(|F | + rA|∇F |). �

Thus, bounding|GA0R′′(X, Y )| pointwise boils down to estimates of the form in the
following lemma.

Lemma 10.5. Letp ∈ N be arbitrary and letd = dist(p, pA). Then we have the following
estimates.

(a)Assume0 ≤ δ < 2 andn > −2 + δ. Then

‖βr−δp rnAF‖2 + ‖βr−δp rn+1
A F‖4 + ‖βr−δp rn+1

A ∇F‖2 .



λn−δ, n− δ < 2,

λ2|logλ|1/2, n− δ = 2,

λ1+(n−δ)/2, n− δ > 2,

(10.43)

and for all n,

‖χr−δp rnAF‖2 + ‖χr−δp rn+1
A ∇F‖2 . λ1−δ+n/2. (10.44)

(b) Let ε0 > λ
1/2
0 be some fixed number. For0< δ < 1 and−1 + δ < n < 3, we have

‖r−δp rnAF‖4 . 1 +
{
λn−1−δ if d . ε0,

λn−1 if ε0 . d.
(10.45)

Proof. (a) First consider the caseδ = 0. From (6.11) one quickly finds

‖βrnAF‖2 + ‖βrn+1
A F‖4 .



λn, −2< n < 2,

λ2|logλ|1/2, n = 2,

λ1+n/2, n > 2,

(10.46)

and for alln,

‖χrnAF‖2 . λ1+n/2. (10.47)

As for ‖βrn+1
A ∇F‖, the same argument as in the proof of [5, Lemma 3.3b] shows that

‖βrn+1
A ∇F‖2

2 . n‖βrnAF‖2
2 + ‖βrn+1

A F‖2
2 + ‖|dβ|rn+1

A F‖2
2 +

∫
β2r2n+2

A |F |3.
(10.48)
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Since|dβ| . ε−1χ , we have|dβ|rn+1
A ≤ cεnχ . Thus

‖βrn+1
A ∇F‖2 . ‖βrnAF‖2 + λn/2‖χF‖2 +

(∫
β2r2n+2

A |F |3
)1/2

. (10.49)

>From (6.11), one can deduce that

(∫
β2r2n+2

A |F |3
)1/2

.



λn, n < 3,

λ3|logλ|1/2, n = 3,

λ3n/2−3/2, n > 3.

(10.50)

Combining this with our previous bounds, we find that

‖βrn+1
A ∇F‖2 . RHS of(10.46). (10.51)

To bound‖χrn+1
A ∇F‖2, again use the analysis leading to (10.48), but withβ replaced by

a smooth extension ofχ of the formf (rA/ε) with f supported in [12,3]. (It is simplest first

to note that sincerA ≤ 2ε on supp(χ), ‖χrn+1
A ∇F‖2 . λ(n+1)/2‖χ∇F‖2.) Then analysis

similar to the above leads to

‖χrn+1
A ∇F‖2 . RHS of(10.47). (10.52)

This completes the caseδ = 0 and we move on to the general case.
We first bound‖βr−δp rnAF‖2; the method for bounding‖βr−δp rn+1

A F‖4 is identical. Break

the ballB(pA,2ε) into two pieces: an inner regionBin = B(p, 1
2d) ∩ B(pA,2ε) and an

outer regionBout = B(pA,2ε) − Bin. OnBout, we haverp ≥ 1
2d, and hencerA/rp ≤

(rp + d)/rp ≤ 3. Thus

r−δp rnA|F | = (rA/rp)
δrn−δA |F | . rn−δA |F |, (10.53)

implying

‖βr−δp rnAF‖L2(Bout)
. ‖βrn−δA F‖L2(Bout)

. ‖βrn−δA F‖L2(B(pA,2ε))

.



λn−δ, −2< n− δ < 2,

λ2|logλ|1/2, n− δ = 2,

λ1+(n−δ)/2, n− δ > 2.

(10.54)

For the integral overBin, first supposen− δ ≤ 2 and separately consider the casesd ≤ λ,
d ≥ λ. In both cases note that1

2d ≤ rA ≤ 3
2d in this region. Whend ≤ λ, we then have

rA . λ and|F | . λ−2 onBin, so

‖βr−δp rnAF‖L2(Bin)
. λn−2‖r−δp ‖L2(Bin)

. λn−2d2−δ . λn−δ. (10.55)

On the other hand, ifd ≥ λ, then sincerA/d is bounded above and below onBin, (6.11)
impliesrnA|F | . λ2rn−4

A . λ2dn−4. Hence

‖βr−δp rnAF‖L2(Bin)
. λ2dn−4‖r−δp ‖L2(Bin)

. λ2dn−δ−2 ≤ λn−δ, (10.56)
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sincen− δ ≤ 2. Combining this with the estimate forBout, we obtain the top two lines of
(10.43).

If n− δ > 2, separately consider the casesd ≤ 4ε andd ≥ 4ε. If d ≤ 4ε, the procedure
for the caseδ ≥ λ above yields

‖βr−δp rnAF‖L2(Bin)
. λn−2‖r−δp ‖L2(Bin)

. λ2dn−δ−2 . λ1+(n−δ)/2, (10.57)

the same bound as onBin. If d ≥ 4ε then on the support ofβ we haverp ≥ ε, so
r−δp rnA|F | . λ−δ/2rnA|F |. Thus (10.46) yields the remaining case of (10.43) for the bound
on‖r−δp rnAF‖2.

The method for bounding‖βr−δp rn+1
A ∇F‖ is essentially identical to the method for

bounding‖βr−δp rn+1
A ∇F‖2, except that for the estimates overBin, first multiply by a cut-off

function of the formβstd(2rp/d), and then integrate by parts as in (10.48).
To bound‖χr−δp rnAF‖2, note that on supp(χ) we have|F | ≤ const. andrA ≤ ε, so

‖χr−δp rnAF‖ . λn/2‖χr−δp ‖2 . λn/2‖r−δp ‖L2(B(p,2ε)) . λ1+(n−δ)/2. (10.58)

Similarly ‖χr−δp rnA∇F‖ . λn/2‖χr−δp ∇F‖2, and the same procedure as forδ = 0 com-
pletes the work.

(b) First write

‖r1−δ
p rnAF‖4 ≤ ‖(1 − β̃)r1−δ

p rnAF‖4 + ‖β̃r1−δ
p rnAF‖4, (10.59)

whereβ̃ is a cut-off of scaleε0 centered atpA. On the support of 1−β̃ we have|F | ≤ const.,
so the first term on the RHS is bounded by a constant. The second term can be estimated as
in the proof of (b). �

We are now in a position to bound|GA0 Rem′
2,loc| pointwise, but we postpone this until

we have collected the estimates needed to bound the semi-local and nonlocal contributions
to GA0 Rem′

2. These require bounds on norms ofξX = D∗GA⊕DX̃, which in turn require
pointwise bounds onDX̃.

Lemma 10.6. For any vector field X on N, and any ASD connection A, we have the pointwise
formulas

(dA)∗ιXFA = 〈d+X∗, FA〉, (10.60)

dA+(ιXFA) = Sym2
0(∇X∗)]FA, (10.61)

whereX∗ is the metric dual of X, d+X∗ is the self-dual part of dX∗, Sym2
0(T ) denotes the

traceless symmetric part of a rank-two tensor fieldT ∈ Γ (T ∗N ⊗ T ∗N), and in a local
orthonormal basisθi of the cotangent bundle, 〈T , F 〉 = 1

2TijFij ∈ andT ]F = TijFjkθ
i∧θk.

Hence

|DA(ιXFA)| . (|d+X∗| + |Sym2
0(∇X∗)|)|FA|, (10.62)
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|∇ADA(ιXFA)| ≤ c((|∇(d+X∗)| + |∇(Sym2
0(∇X∗))|)|FA| + (|d+X∗|

+|Sym2
0(∇X∗)|)|FA|). (10.63)

Hence ifX ∈ hA, then

|DAX̃| . (rAβ + ε−1χ)|X̂||FA|, (10.64)

‖(DA)∗DAX̃| ≤ c|∇ADAX̃| . (β + ε−2χ)|X̂|(|FA| + rA|∇AFA|). (10.65)

Proof. Using the facts thatd∗ = − ∗ d∗, dAF = 0, and∗F = −F , we have

(dA)∗(ιXF ) = − ∗ dA(∗ιX(∗F)) = ∗dA(X∗ ∧ F) = ∗(dX∗ ∧ F) = (dX∗, F );
(10.66)

this gives (10.60). Now fixp ∈ N . Calculating in a local orthonormal frame{ei} of TNand
dual coframe{θi} with ∇ei |p = 0,

dA+(iXF ) = p+
(∑

θi ∧ ι∇iXF
)

=
∑

(∇iXj )p+(θ i ∧ ιej F ) = p+(Sym2(∇X)]F) (10.67)

by Lemma 2.3 of [5]. Since for any symmetric 2-tensorT , the pure-trace part ofT yields
a self-dual 2-form under the operation]F , we may replace Sym2 by Sym2

0 in (10.67), and
by simple representation theory, thep+ in (10.67) is redundant.

Eqs. (10.64) and (10.65) follow from Lemma 10.6 and a pointwise computation ofd+X∗,
Sym2

0(∇X∗) that we leave to the reader. �

Corollary 10.7. For all X ∈ hA, and allp ∈ N , the elements̃X ∈ HA satisfy the following
integral bounds:

(a) If −1< m < 2, then

‖rmA X̃‖4 ≤ c(m)λm−1. (10.68)

(b) If −1< m ≤ 0, or if d = dist(p, pA) . ε and−1< m < 2, then

‖rmp DAX̃‖2 ≤ c(m)λm/2(b · λ1/2 + a). (10.69)

(c) For all δ ∈ (0,1),
‖r−δp (DA)∗DAX̃‖2 ≤ c‖r−δp ∇ADAX̃‖2 . λ−δ(b + a · λ−1/2). (10.70)

Proof. Using (10.64) and (10.65) plus|X| ≤ b + aλ−1rA, most of these bounds follow
directly from Lemma 10.5. The exception is (10.69) in the casem > 0, for which one must
also use the triangle inequalityrp ≤ rA + d . rA + λm/2. �

We are now in a position to derive our final estimates on the norms ofξ needed to bound
|GA0 Rem′

2,semiloc| and |GA0 Rem′
2,nonloc| pointwise. We also use the opportunity to prove

(6.13).
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Proposition 10.8. There existsδ0 > 0 such that if0 < δ < δ0 and 0≤ δ′ < δ0, then for
ξ = (DA)∗GA⊕DAX̃ (with X ∈ hA) we have the following.

(a) If 0< δ < δ0, then

|ξ(p)| . λδ
′
(b · λ−1 + a · λ−3/2). (10.71)

If furthermored = rA(p) ≥ 4ε = cλ1/2, then

|ξ(p)| ≤ c(δ)rA(p)
−2−δ−δ′λδ

′
(b · λ+ a · λ1/2). (10.72)

(b)

‖ξ‖2 . λδ
′/2(b · λ+ a · λ1/2). (10.73)

SinceξX = X̃ − πAX̃, this implies(6.13).
(c) If 0 ≤ δ ≤ δ0, then

‖r−δp ξ‖4 . λδ
′
(b + a · λ−1/2). (10.74)

(d) If |δ| < δ0, then

‖r1+δ
A ξ‖4 . λδ/2(b · λ+ a · λ1/2). (10.75)

Proof. (a) We will omit writing theδ-dependence of the constants. From (10.15) givenδ,
δ0 as above, there existsδ′ > 0 such that

|ξ(p)| . r−δp (dA+)
∗ω‖2 + λ2δ′−1‖r−δ−2δ′

A ω‖2 + λ2δ′+δ−2‖r1−2δ−2δ′
A ω‖2, (10.76)

whereω = DAX̃. Using Corollary 10.7, we compute

λ2δ′−1‖r−δ−2δ′
A ω‖2 + λ2δ′+δ−2‖r1−2δ−2δ′

A ω‖2 . λδ
′
(b · λ−1 + a · λ−3/2). (10.77)

The bound on‖r−δp (dA+)∗ω‖2 from Corollary 10.7 is smaller than this, so we obtain (10.71).
For (10.72), apply (10.28) and Corollary 10.7.
(b)–(d). Apply Proposition 10.2 and Corollary 10.7. �

We remark that by using the pointwise decay estimate (10.76) one can obtain the weighted
L4 decay

‖r−δp ‖4 . λ−δrA(p)−δ(b + a · λ−1/2) (10.78)

for d ≥ cλ1/2, but this is of no help to us.
We are now ready to collate all the estimates needed to prove Proposition 9.2.

Corollary 10.9. (a) There existδ0 > 0, δ′ > 0 such that for0 ≤ δ < δ0, the following are
true.

‖r−δp Rem′
2,loc(X, Y )‖2 . λ−δ/2(b2 + ba · λ−1/2 + a2 · λ−1), (10.79)
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‖r1±δ
A Rem′

2,loc(X, Y )‖2 . λ1/2±δ/2(b2 + ba · λ−1/2 + a2 · λ−1), (10.80)

‖r−δp Rem′
2,semiloc‖2 . λ−1+δ′(b2 + ba · λ−1/2 + a2 · λ−1/2), (10.81)

‖r1±δ
A Rem′

2,semiloc‖2 . λδ
′
(b2 + ba · λ−1/2 + a2 · λ−1/2), (10.82)

‖r−δp Rem′
2,nonloc(X, Y )‖2 . λδ

′
(b2 + ba · λ−1/2 + a2 · λ−1), (10.83)

‖r1±δ
A Rem′

2,nonloc(X, Y )‖2 . λ1+δ′(b2 + ba · λ−1/2 + a2 · λ−1). (10.84)

(b) There existsδ′ > 0 such that for allp ∈ N , the following are true.

|GA0 Rem′
2,loc(X, Y )|(p) . λ−1/2+δ′(b2 + ba · λ−1/2 + a2 · λ−1), (10.85)

|GA0 Rem′
2,semiloc(X, Y )|(p) . λ−1+δ′(b2 + ba · λ−1/2 + a2 · λ−1/2), (10.86)

|GA0 Rem′
2,nonloc(X, Y )|(p) . λδ

′
(b2 + ba · λ−1/2 + a2 · λ−1). (10.87)

(c)There existsδ0 > 0,δ′ > 0 such that if0< δ < δ0 andd ≥ 4ε = cλ1/2, the following
are true.

|GA0 Rem′
2,loc(X, Y )|(p) . d−1−δ−δ′λδ

′
(b2 · λ1/2 + ba+ a2 · λ−1/2), (10.88)

|GA0 Rem′
2,semiloc(X, Y )|(p) . d−1−δ−δ′λδ

′
(b2 + ba · λ−1/2 + a2 · λ−1/2), (10.89)

|GA0 Rem′
2,nonloc(X, Y )|(p) . d−1−δ−δ′λδ

′
(b2 · λ+ ba · λ1/2 + a2). (10.90)

Proof. (a) These bounds follow directly from Lemma 10.4, Corollary 10.7, theL4 bounds
in Proposition 10.8, and Hölder’s inequality.

(b) Use part (a) and Proposition 10.3.
(c) SinceRem′

2,loc(X, Y ) andRem′
2,semiloc(X, Y ) are supported inB(pA,2ε), for these

terms we can apply (10.27) and the corresponding bounds in (a). AsRem′
2,semiloc(X, Y ) is

not locally supported, we appeal instead to (10.30):

|GA0 {ξ, ξ}|(p) . (d−1−δ−δ′ ‖r1+δ′
A {ξ, ξ}‖2 + ‖r−δp β̃{ξ, ξ}‖2), (10.91)

whereβ̃ is a cut-off of scale1
2d as in Lemma 10.4.

If we estimate‖r1+δ′
A {ξ, ξ}‖2 using (10.84), we obtain the right-hand side of (10.90).

Were we next to estimate‖r−δp β̃{ξ, ξ}‖2, the resulting bound would be too large to be of

use. Instead, sinced ≤ rA ≤ 3d on the support ofβ̃, we can use the pointwise bound
(10.72) to find

‖r−δp β̃{ξ, ξ}‖2 . ‖r−δp β̃‖2(d
−2−δ−δ′λδ′(b · λ+ a · λ1/2))2

. d−2−3δ−2δ′λ2δ′(b2 · λ2 + ba · λ3/2 + a2 · λ)

. d−1−δ−δ′λ3/2−δ′′(b2 + ba · λ−1/2 + a2 · λ−1), (10.92)

which is much smaller than our bound on‖r1+δ′
A {ξ, ξ}‖2. Thus (10.90) follows. �
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Finally, we have the following proof.

Proof of Proposition 9.2. (a) Add the bounds (10.85)–(10.87) to obtain (9.5). If we add
the bounds (10.88)–(10.90) we obtain a stronger bound than (9.6):

|Rem2(X, Y )| . r−1−δ′
A λδ

′
(b2 + ba · λ−1/2 + a2 · λ−1/2). (10.93)

(b) In the proof of part (a), the only way in whichξ entered was through theL4 bounds on
‖r−δp ξ4‖4, ‖r1+δ′

A ξ4‖4, and the pointwise decay (10.72). Hence our assertion follows from
the hypothesis (Z5) of Section 7. �
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Appendix A

The point of the following weighted Sobolev inequality is that on anm-dimensional
manifold there is no Sobolev embeddingLm1 ↪→ L∞, but the failure is borderline. Thus
by introducing an arbitrarily small weight into the Sobolev norm, we are able to obtain an
embedding.

Lemma A.1. Let E → N be a Riemannian vector bundle with metric-compatible con-
nection∇, where N is compact, Riemannian, and m-dimensional(m > 1). Givenp ∈ N

andR2 > R1 > 0, let Ω(p;R1, R2) denote the annulus{R1 ≤ rp ≤ R2}, whererp is
the distance to p. There exists a constant c, independent of∇, such that for anyδ > 0,
R2 > R1 > 0 (but smaller than the injectivity radius), anyp ∈ N , and anyφ ∈ Γ (E), we
have

|φ(p)| ≤ cδ−(1−1/m)Rδ2

(
1

R2 − R1
‖r−δp φ‖Lm(Ω(p;R1,R2)) + ‖r−δp ∇φ‖Lm(BR2(p))

)
.

(A.1)

Consequently,

|φ(p)| ≤ δ−(1−1/m)(‖φ‖Lm(N) + ‖r−δp ∇φ‖Lm(N)), (A.2)

‖φ‖L∞(N) ≤ cδ−(1−1/m)(‖φ‖Lm(N) + sup
p∈N

(‖r−δp ∇φ‖Lm(N))). (A.3)

Proof. By Kato’s inequality, it suffices to prove this for the trivial real line bundle, i.e. for
functions onN.



D. Groisser, L. Sadun / Journal of Geometry and Physics 36 (2000) 324–384 383

First replaceN by Rm and consider a compactly supported functionf ∈ C∞
0 (B(0, R)).

Let θ ∈ Sm−1. Then, using polar coordinates onB(0, R), we have

|f (0)| =
∣∣∣∣
∫ R

0

∂f

∂r
(r, θ)dr

∣∣∣∣ ≤
∫ R

0
|∇f |(r, θ)dr, (A.4)

implying

Vol(Sm−1)|f (0)| ≤
∫
Sm−1

dθ

(∫ R

0
|∇f |(r, θ)dr

)
=
∫
B(0,R)

|∇f | · r1−m dvol.

(A.5)

Applying the same argument on a normal-coordinate ballB(p,R) in N (where f ∈
C∞

0 (B(p,R))), using the compactness ofN to get uniformity in the constants below, we
obtain

|f (p)| ≤ c

∫
B(p,R)

|∇f |r1−m
p dvol = c

∫
B(p,R)

r−δ|∇f |r1−m+δ
p dvol

≤ c‖r−δp ∇f ‖Lm(B(p,R))‖r1−m+δ
p ‖Lm/(m−1)(B(p,R))

≤ cδ−(1−1/m)Rδ‖r−δp ∇f ‖Lm(B(p,R)).

Now remove the assumption thatf is supported inside a normal coordinate ball. Replacef
in the preceding argument byβ(r)f , whereβ is a cut-off function identically 1 forr ≤ R1

and vanishing forr ≥ R2; thus|∇β| ≤ c/(R2 − R1). We then have

|f (p)| ≤ cδ−(1−1/m)Rδ2‖r−δp ∇(βf )‖Lm
≤ cδ−(1−1/m)Rδ2(‖r−δp (∇β)f ‖Lm + ‖βr−δp ∇f ‖Lm)

≤ cδ−(1−1/m)Rδ2

(
1

R2 − R1
‖r−δp f ‖Lm(Ω(R1,R2,p)) + ‖r−δp ∇f ‖Lm(BR2(p))

)
,

(A.7)

yielding (A.1). TakingR2 = 2R1 to be, say, half the injectivity radius ofN, we obtain
(A.3). �

As a corollary, we have the following.

Corollary A.2. Let E, N, ∇ be as in LemmaA.1, and assumedimN = 4. Then for all
δ ∈ (0,1), there exist constantsc(δ), independent of∇, such that for allφ ∈ Γ (E),

|φ(p)| ≤ c(δ)(‖φ‖L2(N) + ‖r−δp ∇∇φ‖L2(N)), (A.8)

and hence

‖φ‖∞ ≤ c(δ)sup
p∈N

(‖φ‖2 + ‖r−δp ∇∇φ‖2). (A.9)
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Proof. Applying Lemma (A.1) withm = 4, we have

|φ(p)| ≤ c(δ)(‖φ‖4 + ‖r−δp ∇φ‖4). (A.10)

Using the Sobolev embeddingL2
1(N) ↪→ L4(N), we then find

|φ(p)| ≤ c(δ)(‖φ‖2 + ‖r−δ−1
p ∇φ‖2 + ‖r−δp ∇∇φ‖2). (A.11)

But sinceδ < 1, we also have the weighted Sobolev inequality of Lemma 3.1 of [6]:

‖r−1−δψ‖2 ≤ c(‖r−δψ‖2 + ‖r−δ∇ψ‖2) (A.12)

(the proof is again a polar-coordinate computation). Using this we can bootstrap (A.11) into
the form (A.8). �
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